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ABSTRACT

Underwater acoustic communications face significant challenges unprecedented

in radio terrestrial communications including long multipath delay spreads, strong

Doppler effects, and stringent bandwidth requirements. Recently, multi-carrier com-

munications based on orthogonal frequency division multiplexing (OFDM) have seen

significant growth in underwater acoustic (UWA) communications, thanks to their well

well-known robustness against severely time-dispersive channels. However, the perfor-

mance of OFDM systems over UWA channels significantly deteriorates due to severe

intercarrier interference (ICI) resulting from rapid time variations of the channel.

With the motivation of developing enabling techniques for OFDM over UWA

channels, the major contributions of this thesis include (1) two effective frequency-

domain equalizers that provide general means to counteract the ICI; (2) a family of

multiple-resampling receiver designs dealing with distortions caused by user and/or

path specific Doppler scaling effects; (3) proposal of using orthogonal frequency divi-

sion multiple access (OFDMA) as an effective multiple access scheme for UWA commu-

nications; (4) the capacity evaluation for single-resampling versus multiple-resampling

receiver designs. All of the proposed receiver designs have been verified both through

simulations and emulations based on data collected in real-life UWA communications ex-

periments. Particularly, the frequency domain equalizers are shown to be effective with

significantly reduced pilot overhead and offer robustness against Doppler and timing

estimation errors. The multiple-resampling designs, where each branch is tasked with

the Doppler distortion of different paths and/or users, overcome the disadvantages of

the commonly-used single-resampling receivers and yield significant performance gains.

Multiple-resampling receivers are also demonstrated to be necessary for UWA OFDMA

systems. The unique design effectively mitigates interuser interference (IUI), opening

up the possibility to exploit advanced user subcarrier assignment schemes. Finally, the

benefits of the multiple-resampling receivers are further demonstrated through channel

capacity evaluation results.
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Chapter 1

INTRODUCTION

Underwater communications refer to techniques of transmission and reception of mes-

sages below the water surface. Its applications include offshore oil industry, pollution

monitoring, scientific data collection, and military use (e.g. communication between

submarines) [1]. There are different technologies for underwater communications such

as those through cables or optical signals; however, they all have severe limitations.

Acoustic waves, in spite of the challenges they face (e.g. scarce bandwidth resources,

strong Doppler effects, and large multipath delay spreads), are still the most promising

means for communications below the water surface [3].

This thesis is devoted to novel system designs that cope with the challenges of

UWA communications, in particular, orthogonal frequency division multiplexing based

multicarrier designs are explored. Conventionally, UWA communications are based

on single-carrier signaling, which usually brings the issue of intersymbol interference

(ISI) due to large multipath delay spreads of the UWA channel [3]. Recently, multi-

carrier signaling, which is commonly implemented in the form of orthogonal frequency

division multiplexing (OFDM), has emerged as a promising alternative to the single-

carrier schemes [1]. The key advantage of OFDM systems is their superior robustness

to severely time dispersive channels, typical of UWA communications [4]. In fact, some

encouraging results have already been obtained with OFDM systems through real-world

at-sea UWA communications experiments [5–11].

The major challenge, which hinders the use of OFDM systems more pervasively

in UWA communications, is the problem of inter-carrier interference (ICI) due to fast

channel variations. These are caused by randomness of the propagation environment

(e.g. due to sea surface movements) and by motion-induced Doppler scaling effects [1].

To tackle the ICI problem, a commonly-used receiver design adopts a two-step strategy.

The first step deals with the average Doppler scaling effect that is common to all the

signal arrivals [12], while the second step focuses on ICI mitigation due to the residual

1



Doppler effects [13]. Two major open problems are: (1) how a receiver should be

designed when Doppler scaling effects are significantly different for different arrivals, for

which compensation of the average Doppler by resampling alone will not be effective? In

this case, residual Doppler effect will be significant only if the average Doppler is dealt

with; (2) how the ICI mitigation stage can be improved to reduce the pilot overhead or

to remove assumptions made on the statistical behavior of the UWA channel?

It is also of interest to research methods of supporting multiple users in appli-

cations such as underwater acoustic sensor networks, where the scarce UWA channel

bandwidth is shared by (potentially) a large number of communication nodes [14, 15].

Currently, the research has been focused on (1) improving the overall multiuser system

throughput and/or reliability, and (2) delivering multiple-access capabilities over the

UWA channel to a large number of users. For these purposes, a variety of multiuser

multiple-input multiple-output (MIMO) technologies and multiple-access schemes have

been developed. Examples of these advancements include time-reversal mirror systems

in [16], multiuser MIMO OFDM systems in [17], time division multiple access (TDMA)

system in [18], and code division multiple access (CDMA) system in [19]. Two open

problems in UWA multiuser communications are (1) dealing with non-stationary users

(bringing the challenge of user-specific Doppler effects), and (2) investigation of orthog-

onal frequency division multiple access (OFDMA) as a candidate scheme for multiple

access over the UWA channels.

With the motivation of delivering enabling techniques for OFDM for UWA com-

munications, in this thesis, we invent various OFDM receiver designs coping with the

severe ICI induced by fast UWA channel variations. We also extend our results to mul-

tiuser communication scenarios, where the focus is on dealing with ICI and inter-user

interference (IUI) resulting from user-specific Doppler scaling effects. Furthermore, the

channel capacity offered by the proposed receiver designs are evaluated and compared

with those associated with the conventional designs, yielding general design guidelines

for future systems.
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1.1 Contributions of the Thesis

The key contributions of this thesis are summarized as following. To address the problem

of effective ICI mitigation, we design two adaptive frequency-domain (FD) equalizers,

namely the FD-DFE (decision feedback equalizer) and the FD-MMSE (linear minimum

mean squared error equalizer). Exploiting the tentative decisions obtained from the

standard detector that neglects the ICI, both equalizers improve the detection perfor-

mance through adaptive equalization across the subcarriers. They are also seamlessly

integrated with a specially designed phase tracking loop, which properly handles the

phase rotations (of the equalizer coefficients) due to timing synchronization errors. The

effectiveness of the proposed schemes is demonstrated not only with simulated condi-

tions but also with real data collected in the KAM08 (Kauai Acomms MURI 2008)

shallow water acoustic communications experiment.

Responding to the challenges posed by the path and/or user-specific Doppler

scaling effects, we also invent a family of multiple-resampling (MR) single-user and mul-

tiuser receivers. With each resampling branch being tasked with the Doppler distortion

of a particular path and/or user, these receivers are capable of significantly reducing the

ICI levels, and thus offering superior error rate performance unprecedented by the tra-

ditional single-resampling (SR) designs. The performance advantage of the MR design

is further enhanced by coupling the MR receiver front end with custom-designed data

detection schemes and advanced sparse channel estimation algorithms. We demonstrate

the effectiveness of the overall receiver design in practical UWA communication scenar-

ios through real data-based emulations – using data from the KAM08 and the recent

MACE10 experiment (Mobile Acoustic Communications Experiment 2010) – as well as

through case studies using extensive simulations.

Furthermore, aiming at developping a robust and flexible multiple access scheme

for UWA multiuser communications, we investigate the applicability of OFDMA for sce-

narios involving non-stationary users. We discover that for effective IUI management,

the multiple resampling design is necessary, the result of which is a unified OFDMA
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receiver design with IUI mitigation, channel estimation, and data detection and decod-

ing of different user subcarrier assignment schemes under a common design framework.

This enables us to easily compare different resource allocation strategies in terms of

their ability to exploit the multipath diversity of the UWA channel. In particular, we

find that the interleaved scheme, which spreads the user subcarriers across the entire

band, may be beneficial when bandwidth allocated to each user is comparable to the

coherence bandwidth of the UWA channel.

Finally, we investigate the difference between the single-resampling and the

multiple-resampling receivers in terms of channel capacity with a discrete channel model

based approach. Considering the equivalent linear systems resulting from different front

end designs, the approach allows us to boil down the non-trivial channel capacity eval-

uation problem into a relatively simple problem, i.e., the capacity evaluation of fixed

MIMO channels. We discover that the channel capacity achieved by the MR receiver is

generally higher than that achieved by the SR receiver, provided that different signal

arrivals have different Doppler scaling effects. Further, it appears that the MR design

can exploit the Doppler rate difference as a performance benefit (to increase the channel

capacity) while the SR receiver almost always suffers in terms of reduced capacity.

1.2 Organization of the Thesis

The thesis is organized as follows. Chapter 2 gives the background materials of multi-

carrier communications over UWA channels, and provides a summary of existing works.

In Chapters 3 and 4, we propose solutions to address the challenge of fast time vari-

ations posed by UWA-based multicarrier communications. Particularly, Chapter 3 fo-

cuses on inter-carrier interference mitigation for general time-varying UWA channels,

while Chapter 4 is devoted to the advanced receiver designs for UWA channels with

path/user-specific Doppler scaling factors. In Chapter 5, we present the designs for

multiple-resampling OFDMA receivers and investigate the performance impact of dif-

ferent subcarrier assignment schemes. In Chapter 6, we derive discrete channel models

for the single-resampling and the multiple resampling receivers, evaluate and compare

the resulting channel capacities. Finally, Chapter 7 concludes the thesis.
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Chapter 2

BACKGROUND AND PRELIMINARIES

In Chapter 1, we have given a general introduction of the thesis, summarizing the

major existing works and pointing out the key contributions of the thesis. In this

chapter, we will give a much detailed introduction to UWA communications, and use

it as the background material for the rest of the thesis. To start with, we describe the

history and background of UWA communications, commenting on the major challenges

for communicating over UWA channels, leading to the introduction of OFDM as a

bandwidth-efficient solution for multi-carrier communications. We then outline the

challenges involved, such as peak-to-average power ratio (PAPR) control and timing

and frequency synchronization, and focus on dealing with the inter-carrier interference

(ICI) problem arising from the fast time variations of UWA channels. We introduce

different strategies based on the nature of these time variations, and migrate to the

discussion of multiuser systems that are tailored to UWA communications.

2.1 Underwater Acoustic Communications

Since the world’s first underwater telephone was developed in 1945 [3], which enabled

wireless communications among submarines, bandwidth-efficient and reliable underwa-

ter acoustic (UWA) communication systems have been widely studied. From simple

analog systems with single-sideband (SSB) amplitude modulation in the early years,

to modern digital systems employing advanced signal designs (coding and modula-

tion schemes) and signal processing algorithms (adaptive equalization and diversity

combining techniques), tremendous advances have been made in the world of wireless

(tetherless) UWA communications [5, 20–22]. With the emergence of these new tech-

nologies, UWA communication systems are no longer restricted to be used solely for

military purposes as it was in their early days; instead, their applications have been

broadened to diverse commercial areas, such as remote control for off-shore oil industry,

underwater monitoring of environmental systems, data collection in observatory science

research, and so on [23, 24]. Recently, a new technical challenge for UWA communica-
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tions has emerged with the objective of developing underwater networks that integrate

instruments, sensors, robots, and vehicles in forming a “digital ocean” [14, 15]. For

the dream of a fully-networked digital ocean to come true, in addition to developing

network topologies and protocols suitable for the stochastic behavior of the underwater

channels, reliable, high speed physical layer links among those instruments, vehicles,

operators, platforms, and sensors of all types, are also highly demanded.

We point out that while other methods than acoustic waves can also be used

for underwater communications, they have severe limitations. For instance, wired links

are sometimes used for the control of underwater robots; however, the use of cables

greatly limits the range of these links and reduces their flexibility. Radio waves have

been widely used for communications over the air, but since water is a good conductor,

electromagnetic waves are not suitable for underwater communications due to signifi-

cant attenuation. The only other viable option seems to be the use of optical waves;

however, they have major limitations as well [1, 15] (e.g. primarily due to strong scat-

tering effects). In other words, acoustic waves represent the most promising means for

tetherless (wireless) communications under water [3].

2.2 Characteristics of Underwater Acoustic Channels

While sharing similarities with terrestrial radio communications, UWA communications

are much more challenging due to their unique characteristics. Specifically, dominant

features of UWA links are extremely long multipath spreads, significant Doppler dis-

tortions, and range and frequency dependent signal attenuation [1]. The long delay

spreads and strong Doppler effects are both due to the low speed of sound in water, i.e.,

about 1500m/s. For instance, a path length difference of only ten meters can result in

a relative delay of 6.7 milliseconds. As a result, multipath spreads observed in typical

mid-range UWA transmissions are usually in the order of tens or even hundreds of mil-

liseconds (see Fig. 2.1 for an example), bringing about severe intersymbol interference

(ISI) for single-carrier systems. With the speed of sound being low, we also have more

noticeable Doppler effects, originating from relative motion between the transmitter

and the receiver, and due to the variations in the medium. For instance, the involun-
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tary drifting motion of underwater vehicles, with a speed of about 1.5 m/s, can cause

the transmitted signal to be compressed or dilated by a factor of 10−3 (i.e., the ratio

between the change in signal length and the original signal length in time), which is

several orders of magnitude larger than what is commonly observed in terrestrial radio

communications.

It is also worth mentioning that with path attenuation being scaled by a frequency-

dependent absorption coefficient to the power of the communications range, the useful

frequency band for UWA communications shrinks rapidly as the range and frequency

increase as shown in Fig. 2.2. As such, UWA communications are commonly ultra-

wideband in nature, i.e., characterized by a large bandwidth to carrier frequency ratio.

It is because of this reason that for UWA communications, the Doppler induced fre-

quency shifts are not uniform as it is the case for typical terrestrial radio communica-

tions.
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Figure 2.1: A typical UWA channel impulse response.

2.3 Multi-Carrier Communication over UWA Channels

Unique characteristics of UWA channels greatly impact the receiver designs. One im-

portant aspect is the choice of signaling strategies. For UWA communications, single-

carrier signaling has been used for decades while the use of multi-carrier signaling has
7
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Figure 2.2: Range-dependent signal-to-noise ratio for UWA links as a function of fre-
quency [1].

only emerged recently. For single-carrier systems, the entire frequency band is allo-

cated to a single carrier, resulting in short symbol durations, which can be two to three

orders of magnitude smaller than the multipath spreads [3]. This makes intersymbol

interference (ISI) a significant challenge for single-carrier systems requiring complicated

channel equalization schemes [3]. On the other hand, multi-carrier systems, which in-

stead of using the full bandwidth for one channel, divide the bandwidth into many

sub-channels in which different symbols are transmitted, are less affected by the long

delay spreads. The reason is that with the bandwidth of the sub-channels becoming

very small, each subchannel sees an approximately flat fading channel, and hence no

ISI effects are observed.

Using frequency division multiplexing (FDM) may require relatively large sub-

channel separations resulting in: (1) an inefficient use of bandwidth as part of the

bandwidth is devoted as guard bands among different sub-channels, instead of trans-

mitting useful signals; (2) a high demand for the hardware design, i.e., narrow-band

analog filters need to be designed with very sharp cut-off frequencies to suppress the

inter-channel interference. To overcome these problems, in the 1970s, orthogonal fre-
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quency division multiplexing (OFDM) [25] was invented in Bell labs. For OFDM, the

transmitted signal is given by

s(t) = Re

{
N−1∑
k=0

dke
j2πfktR(t)

}
(2.1)

where k is the sub-carrier index, dk is the constellation symbol modulated on the fre-

quency fk = f0 + k/T (where T is the OFDM block length and f0 is the frequency of

the lowest subcarrier), and R(t) is the modulation pulse.

There are different implementations of OFDM, among which two most com-

monly used ones are the cyclic-prefixed (CP)-OFDM and the zero-padded (ZP)-OFDM.

For the former, a cyclic prefix is attached to the beginning of an OFDM block, which is

introduced to guard consecutive OFDM blocks to avoid inter-block interference (IBI).

Note that the usage of cyclic prefix also turns the channel effect into circular convolu-

tion, which brings the ease of receiver-side processing [25]. For the ZP-OFDM, zeros

are padded at the end of an OFDM block used as a guard period. Note that in this

case, to make the channel effect a circular convolution, special receiver side processing

is needed [25].

Passing s(t) through a linear time-invariant multipath channel with additive

white Gaussian noise (AWGN) results in a received signal given by

r(t) =

Np−1∑
p=0

hps(t − τp) + w(t), (2.2)

where Np is the number of propagation paths, hp and τp are the path gain and path

delay of the p-th path, and w(t) is the additive Gaussian noise with power spectral

density N0
2 . The OFDM scheme exploits frequency orthogonality among sub-channels

to avoid both inefficient use of bandwidth and complexity in the hardware design. Here,

the significantly improved spectral efficiency results from the fact that with the use of

orthogonal center frequencies for the sub-channels, the resulting sub-bands, instead of

being required to be well-separated, can be overlapping with each other. Note that the

orthogonality of the sub-channels could be maintained at the receiver side regardless

of the multipath spread, provided that the length of guard interval is not less than the

multipath spread [25]. The reduced transceiver complexity is made possible because the
9



modulation and demodulation of OFDM signals can be effectively implemented using

inverse fast Fourier Transform (FFT) and FFT, respectively. Further, as a result of the

sub-channel orthogonality, single-tap frequency domain equalization can be applied for

decoding the transmitted symbols [25].

2.4 Challenges for Multi-Carrier Systems Based on OFDM

General issues in OFDM include control of peak to average power ratio (PAPR), need

for accurate time and frequency synchronization, and necessity of mitigation of Doppler-

induced ICI when the channel is time-varying. Specifically, for UWA communications,

the received signal is usually distorted by strong Doppler effects and fast channel vari-

ations. That is, for a time-varying channel, the received signal is given by

r(t) =

Np−1∑
p=0

hp(t)s (t − τp(t)) + w(t), (2.3)

where hp(t) and τp(t) are the time-varying tap gain and tap delay of the p-th path as

detailed in [26]. The time variations in the channel destroy the orthogonality among

the subcarriers, and hence ICI arises, rendering the ICI mitigation extremely important

for UWA OFDM systems.

While time variations can in general take arbitrary forms, it was reported that

in many cases they are caused by motion-induced Doppler scaling effects [9, 12], i.e.,

r(t) ≈
Np−1∑
p=0

hps (t + apt − τp) + w(t), (2.4)

is a good model, where ap, defined as
vp

c , is the Doppler scaling factor of the p-th path,

and vp and c are, respectively, the speed of transmitter-receiver motion along the p-th

propagation path and the speed of sound in water. Note that while almost negligible in

terrestrial radio transmissions, due to low propagation speed of sound, ap is much more

significant in UWA transmissions. For instance, a relative transmitter-receiver motion

of 1.5 meters per second, which can be the consequence of an involuntary drift due to an

underwater current, will result in a Doppler scaling factor of 0.001, which is extremely

high and will make the signal undecodable if not compensated for.
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Assuming that Doppler factors differ among different paths only by a very small

amount (e.g., in the order of 10−4), commonly-adopted methodologies for ICI mitigation

usually involve two steps: the first step utilizes a preprocessing stage in the form of

single-rate resampling, which aims to compensate for the common Doppler distortion

experienced by all the propagation paths [12]; and the second step adopts different ICI-

aware post data detection schemes to deal with the ICI caused by residual path-specific

Doppler distortions [9] and/or random channel variations [26,27].

A commonly-adopted approach to address the problem is to first estimate the

ICI coefficients with a proper pilot assignment, and then mitigate the ICI exploiting

the obtained ICI estimates [9, 13, 26, 28]. The ICI estimation phase is highly model

dependent. For instance, in [26] it is assumed that the ICI is a consequence of tap

coefficient variations which are different for different taps. Based on this assumption,

a model that represents the tap-delay-dependent variations in the frequency domain is

built, and therefore, the channel estimation problem boils down to the estimation of

these frequency-domain tap coefficients, which resemble a scattering function. In [9],

however, the ICI is assumed to be the result of a residual Doppler effect, and therefore,

the ICI model takes the form of a sinc function whose influence attenuates inversely with

increasing frequency separation. Different from [26] and [9], which base their derivations

on exact underlying physical models, the algorithm in [13], is based upon the wide sense

stationary uncorrelated scattering (WSSUS) assumption of the UWA channel and could

potentially reduce the pilot overhead.

Most of the existing approaches for ICI mitigation obtain a frequency domain

channel matrix which characterizes each individual subcarrier gain and the interfer-

ence it casts over its neighbors. Based on the channel matrix, different ICI cancelation

schemes can be applied. Among these, the most commonly-used are minimum mean

square error (MMSE) type linear ICI cancelation [13], parallel interference cancellation

(PIC) [28], and serial interference cancellation (SIC) [29]. It is worth mentioning that

due to the large number of subcarriers, direct MMSE type linear cancelation is com-

putationally complicated. Hence, to reduce the computational complexity, a technique
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called Q-tap MMSE linear cancelation [13] may be utilized, acknowledging the fact that

the channel matrix is quite sparse, with each subcarrier only affecting a limited number

of its neighbors.

2.5 Receiver Design for OFDM over Doppler-Distorted Underwater Acoustic

Channels

We now consider scenarios, where different signal arrivals are associated with signifi-

cantly different Doppler scaling factors. For these scenarios, standard single-resampling

designs, which count on resampling the received signal by a nominal Doppler scaling

factor, might not be appropriate since significant path-specific Doppler distortions still

remain in the resampled signal. In this case, most post data detection schemes are

likely to fail or at least experience significant performance degradation due to strong

ICI caused by the residual (path-specific) Doppler effects.

To address the challenges posed by the disparate Doppler scaling factors, Yer-

ramalli and Mitra have recently proposed a remedy within the framework of the single-

resampling designs [30]. Aiming at obtaining an accurate approximation to the sufficient

statistics for data detection, the key idea of their approach is to optimize the resampling

rate in such a way that the resultant equivalent discrete channel model has a Fisher

information which is close to that associated with the channel model characterizing

the sufficient statistics. To achieve this goal, the authors look at different optimization

criteria: (1) minimization of Cramér-Rao Lower Bound (CRLB); (2) minimization of

Hammersley-Chapman-Robbins Bound (HCRB). While conceptually appealing, due to

the complexity of the cost function, the closed-form expression of the optimal resam-

pling rate is intractable, and therefore, a brute-force approach is taken. To make this

approach more practical, the authors summarize some empirical results based on their

observation. Particularly, they point out that when the impulse response is dominated

by one strong path, the resampling rate should be the Doppler scaling factor of this

strong path, while when the paths have almost equal power, the resampling rate should

be the average of their associated Doppler scaling factors.
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2.6 Multi-User Communications over UWA Channels

With the rapidly growing interest in underwater sensor networks (USN) [14,15], UWA

multiuser communications have become an active research area in the past few years.

To meet the demanding requirements for the USN applications (e.g., the support of

potentially large number of nodes with very limited UWA bandwidth resources), dif-

ferent specially-tailored multiple access schemes have been proposed. For example,

spread spectrum techniques in the form of direct sequence code-division-multiple-access

(DS-CDMA) have been prototyped, acknowledging their capability to exploit multipath

diversity through RAKE receivers [31]. The biggest challenge, however, is how effective

power control can be managed with the large UWA channel latency. Besides CDMA

systems, TDMA systems [18] – benefitting from their simplicity – have also been con-

sidered. These systems are particularly useful for delay insensitive applications, where

the problem of large guard intervals (caused by UWA channel’s long multipath delay

spreads) can be circumvented. Recently, with their rapidly growing success in radio

terrestrial communications [32,33], OFDMA-based techniques have been proposed as a

promising alternative to the other multiple access schemes [34]. The major advantages

of OFDMA systems include robustness to large multipath delay spreads, high spectral

efficiencies, and the ability to exploit the multiuser and/or multipath diversity through

flexible user/carrier assignment. Currently, most works for OFDMA have been focused

on power-saving scheduling methods as in [34,35].

As in the case of radio communications, for UWA multiuser systems, user co-

operation is possible by allowing different users (possibly operating on the same fre-

quency band and at the same time) to coordinate with each other to bring signifi-

cant multiplexing/diversity gains benefitting UWA communications systems, and there-

fore significantly improve utilization of the limited acoustic bandwidth [17]. To fulfill

this goal, several underwater MIMO systems have been designed, some of which using

OFDM [7, 8, 11], and others employing traditional single-carrier signaling [36]. While

demonstrating improved spectral efficiencies, most of these MIMO systems use central-
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ized transmitting/receiving elements, preventing them from enjoying the full spatial and

multiuser diversity over UWA channels. As such, recently, there have been increasing

interest in decentralized systems, where users/nodes are spatially separated. For in-

stance, in [17] intermediate nodes located between source and destination are utilized

as relays to offer extra diversity through distributed space-time block codes (DSTBC).

Alternatively, the overall multiuser system capacity can be increased through

spatial multiplexing, where multiple users, simultaneously transmitting/receiving in-

dependent data streams on the same frequency band, are grouped together to form

a multiuser MIMO system [37]. As an example, recently some progress have been

made utilizing time reversal (TR) mirror theory with single-carrier signaling [38]. The

fundamental idea is to use a large centralized TR array to achieve directional transmis-

sions towards spatially separated users, where by combining a large number of transmit

elements with the help of the time-reversed channel impulse response (CIR) of each

transmitter-receiver pair, the equivalent channel model characterizing the receiver de-

modulation outputs is transformed into a channel that only suffers from very limited

residual ISI and co-channel interference [16, 39]. The underlying assumption is that as

compared to a rapidly time-varying CIR of each pair, the equivalent channel changes

very slowly such that adaptive equalization schemes can be used to deal with the slowly-

varying residual interference when a set of out-dated CIRs, estimated at the beginning

of each transmission, are used at the transmit array for time-reversal processing.

2.7 Chapter Summary

In this chapter, we have reviewed basics of UWA communications and focused on

bandwidth-efficient multi-carrier communications implementation via OFDM. While

robust to multi-path, OFDM has a number of issues when used over time-varying chan-

nels. Particularly, for UWA channels, many challenges arise due to ICI problems caused

by fast UWA channel variations. We have reviewed various ICI mitigation strategies,

which usually include a single-rate resampling stage tasked with the compensation of

nominal Doppler scaling effect, and a post ICI-aware data detection stage to mitigate

the ICI due to uncompensated Doppler distortions/channel variations. Besides OFDM
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receiver designs, we have also reviewed works on UWA multiuser systems, where the

major focus is on different multiple access schemes and the system enhancement through

multiuser cooperation.
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Chapter 3

MITIGATION OF INTERCARRIER INTERFERENCE FOR OFDM OVER

TIME-VARYING UNDERWATER ACOUSTIC CHANNELS

Orthogonal frequency division multiplexing (OFDM) has emerged as a promising modu-

lation scheme for underwater acoustic (UWA) communications, thanks to its robustness

to channels with severe time dispersion. Compared to conventional single-carrier sys-

tems, for which complicated equalization schemes are usually required, OFDM systems

are in general much simpler to implement as detection can be carried out symbol-by-

symbol over time-dispersive channels.

In this chapter, we focus on cyclic-prefixed OFDM over time-varying UWA chan-

nels. To cope with the intercarrier interference (ICI) that arises at the receiver side

because of the time variations in the channel, we consider two ICI-mitigation tech-

niques [10, 40]. In the first scheme, the ICI coefficients are explicitly estimated, and

minimum mean square error linear equalization based on such estimates is performed.

In the second approach, no explicit ICI estimation is performed, and detection is based

on an adaptive decision-feedback equalizer applied in the frequency domain across adja-

cent subcarriers. To cope with the phase variations of the ICI coefficients, phase-tracking

loops are introduced in both ICI-mitigation schemes. The effectiveness of the presented

schemes is demonstrated through simulation results, as well as real data collected in a

recent experiment conducted in shallow water off the western coast of Kauai, Hawaii,

in June 2008.

The rest of the chapter is organized as follows. Section 3.1 reviews some of the

existing ICI mitigation techniques and outlines of the proposed methods. Section 3.2

introduces the system model for OFDM transmissions over time-varying UWA channels

and describes the pre-detection synchronization stage. In Section 3.3, we discuss dif-

ferent detection schemes, with and without ICI mitigation. In Section 3.4, we present

numerical results of the considered detection schemes for simulated channels as well as

results obtained in the KAM08 experiment. Finally, Section 3.5 concludes the chapter.
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3.1 Introduction

Underwater acoustic (UWA) channels are generally considered as one of the most chal-

lenging communication media, mainly because of their high time-frequency selectiv-

ity [1]. Compared to terrestrial radio channels, shallow-water UWA channels typically

exhibit a much greater time dispersion, even on the order of hundreds of milliseconds [1].

In classical single-carrier communication systems, such multipath spreads cause severe

intersymbol interference, which requires sophisticated and computationally-demanding

equalization techniques. Transmission schemes based on orthogonal frequency divi-

sion multiplexing (OFDM) have recently emerged as an attractive solution for UWA

communications [5, 6, 12, 21, 41]. For example, promising results have been obtained

in a recent UWA communication experiment, AUVfest07, performed in June 2007 off

the coast of Panama City, where an OFDM-based scheme was able to provide reliable

communications at horizontal distances up to 3500 m, with rates up to 50 kbps [6].

The key advantage provided by OFDM transmissions is that, for time-invariant

channels, modulation symbols transmitted over different subcarriers do not interfere

with each other even after propagating over frequency-selective channels, so that simple

symbol-by-symbol detection can be adopted [41]. Unfortunately, this property no longer

holds on time-varying channels, as intercarrier interference (ICI) arises [13,26,29,42,43].

In wireless radio communications, the time variations is typically very small with respect

to the duration of the OFDM symbols; therefore, satisfactory detection performance can

be achieved even if ICI is neglected. For example, the ICI due to the Doppler effect

can safely be neglected in most wireless channels, since the relative speed between the

transmitter and the receiver is usually several orders of magnitude lower than the speed

of light (e.g., seven orders of magnitude for a relative speed of 100 km/h). On the

contrary, the speed of sound in water is about 1.5 km/s, hence even relative speeds of

a few meters per second may cause significant ICI.

Techniques for Doppler shift estimation and compensation can be found in [5,12],

where it is also shown that in many cases no significant ICI is present after proper com-
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pensation of the Doppler shift. Here, we focus on more challenging UWA environments,

where the Doppler shift is not the only significant source of ICI. Most of the exist-

ing ICI-mitigation schemes are based on a two-step approach: first, an estimate of the

ICI coefficients is obtained; then a suitable ICI-mitigation technique exploiting such

estimates is employed. For these approaches, the most critical part appears to be esti-

mation of the ICI coefficients, which generally exploits pilot symbols in the transmitted

sequence [13, 26, 42, 44]. Several ICI-mitigation schemes exploiting the basis expansion

model (BEM) [45] have been proposed [27,43,46–49]. However, it was shown in [50] that

many cases exist where ICI mitigation based on the blind decomposition of the chan-

nel variations through the BEM is outperformed even by the standard ICI-neglecting

receivers. A promising alternative consists of explicitly modeling the channel variations

and exploiting the model in the receiver design (for example, see [51]). Some algo-

rithms, such as the one presented in [13], rely on the wide sense stationary uncorrelated

scattering (WSSUS) assumption for the channel model, which may be acceptable for

most wireless radio channels, but is unlikely to be satisfied in UWA channels [1]. Some

algorithms, such as the one presented in [9], rely on pilot symbols with a very par-

ticular structure. In all these cases, the frequency-domain equalization performed by

the ICI-mitigation techniques is computationally much simpler than the time-domain

equalization that would be required for single-carrier communications over the same

channel [13,26,29,42,43].

In this chapter, we consider two ICI-mitigation techniques that do not rely

on any particular assumption on the channel statistics, nor on the structure of the

pilot symbols. In the first scheme, the ICI coefficients are estimated by means of a

closed-loop tracking system, based on which minimum mean square error (MMSE) lin-

ear equalization [4] is performed in the frequency domain. In the second scheme, no

explicit ICI estimation is performed, and detection is made by means of an adaptive

decision-feedback equalizer (DFE) [4] in the frequency domain. To cope with the phase

variations of the ICI coefficients, phase-tracking schemes are introduced in both cases.

We present simulation results showing that the considered schemes can provide signif-

icant performance improvements with respect to the standard receivers that neglect
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Figure 3.1: Block diagram of a CP-OFDM transmitter.

the ICI. We also discuss decoding of UWA-communication data recorded in the Kauai

Acomms MURI 2008 (KAM08) experiment [2], which was conducted in shallow water

off the western coast of Kauai, Hawaii, in June 2008. Particularly, we present results

for a 4-km link with no motion between the transmitter and the receiver, and a 2-km

link in which the transmitting transducer was towed at a speed of 3 knots.

3.2 System Model

An OFDM system with K subcarriers is considered, where K is an integer power of two.

An OFDM frame consists of K symbols {X(k)}K−1
k=0 , obtained by mapping a sequence of

(possibly channel-coded and interleaved) bits into a suitable complex-valued constella-

tion, such as phase-shift keying (PSK) or quadrature amplitude modulation (QAM). A

subset of the K symbols are typically used as pilot symbols, to be exploited for channel

estimation at the receiver side. The continuous-time OFDM waveform s(t) is obtained

by modulating the symbols {X(k)}K−1
k=0 over a set of orthogonal subcarriers, as follows

s(t) = Re

{
K−1∑
k=0

X(k)ej2πfkt

}
, t ∈ {−Tg, T} , (3.1)

where fk = f0 +k/T is the frequency of the k-th subcarrier, 1/T is the spacing between

consecutive subcarriers, and Tg < T is the duration of the cyclic prefix [41]. The struc-

ture of an OFDM transmitter is illustrated in Fig. 3.1. An efficient all-digital OFDM

implementation is obtained by means of the inverse fast Fourier transform (IFFT) [41].

Let {x(n)}Ns−1
n=0 be the sequence obtained by taking the Ns-point IFFT of the sym-

bols {X(k)}K−1
k=0 , as follows

x(n) =
K−1∑
k=0

X(k) exp

{
j2π

kn

Ns

}
, n ∈ {0, 1, . . . , Ns − 1} , (3.2)

where Ns ≥ K. A cyclic prefix is inserted between consecutive OFDM frames to

prevent interframe interference at the receiver side [41]. Appending the last Ng =
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NsTg/T samples of the sequence {x(n)}Ns−1
n=0 at the beginning of the sequence itself [41],

we obtain the complete CP-OFDM word {x(n)}Ns−1
n=−Ng

. As shown in Fig. 3.1, the lowpass

signal is then modulated onto the desired carrier frequency f0, and the waveform s(t)

that finally feeds the acoustic transducer is generated by means of a digital-to-analog

converter (DAC).

The block diagram of the considered receiver is depicted in Fig. 3.2. The very

first block is an analog-to-digital converter (ADC), which, after proper anti-aliasing

filtering, samples the continuous-time signal with period Ts = T/Ns, producing the

sequence u(n). In the following, we briefly review the blocks that precedes the detection

block, which is the main target of our work and is discussed in Section 3.3.

The first impairment that the considered receiver tries to mitigate is the Doppler

effect due to the relative speed between the transmitter and the receiver, which is

quantified by the Doppler rate a, i.e., the ratio between that speed and the speed

of sound in water. We will consider wideband UWA signals, for which the Doppler

effect causes, besides a frequency shift, a significant frequency spread [12]. Once a

coarse estimate â of the Doppler rate a is obtained, the received signal is resampled

with period Ts/(1 + â), producing the sequence v(n) — see [12] for details on this

stage. We point out that the described strategy, though based on the assumption that

all propagation paths are characterized by the same time-invariant Doppler rate, is

still useful when this assumption does not hold completely, since all path-dependent

mismatches with respect to the estimated Doppler rate can be considered as residual

impairments to be handled in the detection stage. This point will be studied in detail

for the case of the data collected in the KAM08 experiment.

After the resampling stage, the receiver works in the complex-envelope domain,

defined with respect to the frequency f0. We will denote by z(n) the complex-envelope

sequence corresponding to the real-valued sequence v(n). The next processing stage at

the receiver side is aimed at achieving time synchronization, that is, at finding which

samples in z(n) correspond to the transmitted sequence x(n). Also, frequency syn-

chronization is to be achieved, because of possible clock frequency errors/jitters, and
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Figure 3.2: Block diagram of the considered receiver.

possible uncompensated Doppler shifts. For instance, an estimation error in the Doppler

rate on the order of 10−4, which is typical in most scenarios [12], produces a frequency

offset of 1.6 Hz for a subcarrier centered at 16 kHz, which is significant for OFDM

with subcarrier separation of a few Hz, as in the KAM08 experiment, and should thus

be compensated. We adopt the joint time-frequency synchronization scheme proposed

in [52], which exploits the presence of a cyclic prefix and, yet originally designed for

frequency-flat channels, is known to be very effective also over channels with multipath

propagation.

The sequence {y(n)}Ns−1
n=−Ng

at the output of the time-frequency synchronization

block contains samples related to both the cyclic prefix and the actual OFDM data. At

this stage, the samples corresponding to the cyclic prefix are no longer useful and can

be discarded. A very general discrete-time channel model is given by

y(n) =
L∑

�=0

c(n; �)x(n − �) + η(n) , (3.3)

where c(n; �) is the time-varying channel impulse response (CIR) and η(n) is additive

white Gaussian noise (AWGN). The considered model defines the class of all linear,

causal, time-varying channels of delay order L, observed in AWGN. Note that c(n; �)

describes the explicit time variations in the CIR, but also includes the uncompensated

synchronization parameters. The samples {y(n)}Ns−1
n=0 are processed by a fast Fourier

transform (FFT)-based demodulator [41], which generates the samples

Y (k) =
1

Ns

Ns−1∑
n=0

y(n) exp

{
−j2π

nk

Ns

}
.
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The relevant channel model can be written as

Y (k) =
K−1∑
m=0

C(k;m)X(m) + N(k) , (3.4)

which is of interest for k ∈ {0, 1, . . . ,K−1}, that is, only for subcarrier indices at which

symbols were actually transmitted. In (3.4), N(k) is AWGN and

C(k;m) =
1

Ns

Ns−1∑
n=0

L∑
�=0

c(n; �) exp

{
j2π

n(m − k) − ml

Ns

}
. (3.5)

The reported formulations are correct under the assumption that the duration of the

cyclic prefix is at least equal to that of the CIR, that is, Ng ≥ L. In the case of

time-invariant channels, that is, when c(n; �) does not depend on the time index n, the

coefficients C(k;m) are non-zero only for k = m, so that the model (3.4) simplifies to

Y (k) = C(k; k)X(k) + N(k) . (3.6)

In practice, provided that the cyclic prefix is long enough, the orthogonality of the

subcarriers is maintained even after propagation over a time-dispersive channel, which

is the key motivation for the success of OFDM systems [41]. In this chapter, we address

a more general scenario in which ICI arises due to significant time variations in the

channel. The correct channel model is then given by (3.4). Comparing (3.4) and (3.6),

we see that the coefficient C(k;m) describes the ICI due to the m-th subcarrier on the

k-th subcarrier. In the following, we will often refer to the ICI coefficients using the

notation “ICI coefficient with index i”, where i is the difference between the indices of

the interfering subcarriers. For example, the ICI coefficient with index 1 (−1) describes

the ICI due to the closest higher (lower) subcarrier.

3.3 Channel Estimation and Data Detection

In this section, different approaches for channel estimation and data detection are de-

scribed. All of them operate on the samples at the output of the FFT-based demodu-

lator, which are described by the model (3.4).
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3.3.1 Standard Receiver Neglecting ICI

The standard approach for OFDM detection consists of neglecting the ICI and assuming

the model (3.6) instead of the model (3.4). This assumption reduces the channel estima-

tion to the evaluation of the K complex-valued coefficients C(k; k). Typically, a subset

of the subcarriers is reserved for pilot symbols, which are used at the receiver side for

channel estimation. Although the optimal placement of the pilot symbols depends on

the frequency characteristics of the channel, for simplicity the pilots are usually equally

spaced. A simple interpolation-based estimation method is reviewed in the following

(see [12, 53, 54] for more advanced methods). For all values of k such that X(k) is a

pilot symbol, the coefficient C(k; k) is estimated as Ĉ(k; k) = Y (k)/X(k). Then, the

remaining coefficients Ĉ(k; k) are evaluated by linear interpolation — more advanced

interpolation techniques are discussed in [53, 54]. Finally, the obtained estimates are

assumed to be correct and standard coherent detection of the information symbols is

carried out.

3.3.2 ICI-Mitigation Schemes

In this section, we review the state-of-the-art solutions for ICI mitigation and motivate

our choice of focusing in the rest of the chapter on two specific algorithms, which are

presented in the next two sections.

To mitigate Doppler-induced ICI, most recent works exploit the BEM [27,47–49].

With this model, possibly in conjunction with pulse shaping and receiver windowing [55],

a sparse band representation of the frequency-domain channel matrix can be achieved.

Therefore, block equalization algorithms such as those presented in [47–49] can be im-

plemented with relatively low complexity. The most critical point in such approaches is

the estimation of the BEM parameters [44]. Some recent works have shown that signif-

icant improvements can be achieved by applying the turbo principle, i.e., by iteratively

improving the quality of the channel estimate based on the preliminary (soft) decisions

made by the decoder [46].
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When the channel spread is on the order of tens of milliseconds or more, a

major drawback of most BEM-based approaches is that they do not exploit the time-

domain sparseness of the UWA channel [1], thus requiring the estimation of a huge set of

BEM coefficients [44]. Consequently, the ICI-mitigation ability is greatly compromised

by the estimation errors, to the point that the BEM-based approaches may be even

inferior to the ICI-neglecting receivers, as shown in [50]. A significant exception is given

by the approach presented in [27], where by tracking the active taps of the channel

impulse response the number of BEM parameters to estimate is significantly reduced.

However, the underlying assumptions on the WSSUS nature of the channel and on the

uniform power delay multipath profile are likely to be violated in many practical UWA

scenarios. Additionally, the BEM-based approaches typically do not account for the

wide-band nature of the UWA signals. Hence, a significant model mismatch arises even

in the presence of a common phenomenon like the Doppler-induced time variations,

which causes a frequency spreading that cannot be described by narrowband models.

Alternative ICI-mitigation approaches can be found in [9,50,51], where a specific

source of ICI is addressed, i.e., the path-dependent Doppler rate. Yet very effective in

such scenarios, these solution cannot be adopted when the main source of ICI has a

different form.

In the following, we consider two ICI-mitigation techniques that do not rely on

any particular assumption on the channel statistics, nor on the nature of the main source

of ICI. The two approaches are based on the application in the frequency domain of

MMSE linear equalization and DFE [4], respectively. As discussed in the next sections,

we enhance these standard equalization techniques by introducing a phase-tracking loop

that can cope with the linear phase variations characterizing the ICI coefficients.
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3.3.3 First Approach to ICI Mitigation

A natural extension of the approximation in (3.6) consists of including in the channel

model the ICI due to the two closest subcarriers, as follows [43,55,56]

Y (k) =

1∑
m=−1

C(k; k + m)X(k + m) + N(k) . (3.7)

The assumption motivating the approximation of (3.4) by (3.7) is that the ICI between

two subcarriers becomes weaker as their separation increases. Note that the number

of channel coefficients to be estimated is now 3K, instead of K as in the standard

approach described earlier. Although the indices in (3.7) are over frequency rather than

over time, the model is formally identical to the well-known problem of single-carrier

transmissions affected by time-varying intersymbol interference [4]. In such scenarios, an

effective way to estimate the channel coefficients is given by closed-loop tracking based

on the gradient algorithm (see [57] and references therein). In our case, the application

of the gradient algorithm leads to the closed-loop estimation system described in the

following. Let Ĉ(k; k + m) be the estimate of C(k; k + m), for m ∈ {0,±1}, and let us

define the “error term”

Ê(k) = Y (k) −
1∑

m=−1

Ĉ(k, k + m)X(k + m) ,

where, as a first step, we assume that all symbols X(k) are known. The channel

coefficients at the subcarrier index k + 1 are estimated as:1

Ĉ(k + 1; k + 1) = Ĉ(k; k) + γ0Ê(k)X(k)∗, (3.8)

Ĉ(k + 1; k) = Ĉ(k; k − 1) + γ−1Ê(k)X(k − 1)∗, (3.9)

Ĉ(k + 1; k + 2) = Ĉ(k; k + 1) + γ1Ê(k)X(k + 1)∗, (3.10)

where γ0, γ−1, and γ1 are the step sizes of the closed-loop update rules, to be numerically

optimized [57]. Whenever time synchronization is not perfect, the channel coefficients

are affected by a phase offset that increases linearly with the index k [52]. It is then

1The reported equations hold for PSK modulation alphabets. The formulations are more compli-
cated for alphabets including symbols with different magnitude.
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appropriate to account for such linear phase variations through the gradient algorithm.

In this case, as shown in [57], the only modification to the estimation system is that the

first-order loops (3.8), (3.9), and (3.10) become second-order loops [57].

The condition that all symbols X(k) are known pilots is clearly not of interest

for communication systems. Several approaches to manage unknown symbols in closed-

loop estimation systems are discussed in [57]. Here, we adopt the decision-directed

mode, driven by preliminary decisions made according to the approach described in

Section 3.3.1. Finally, after estimation of the channel coefficients, the estimates are

assumed to be correct and standard MMSE linear equalization (LE) is performed, as

in [42]. Note that it is possible to apply the same principle iteratively, feeding the

channel estimation loops with improved preliminary decisions at each iteration. This

option has been studied in [46] for a different equalizer, where the benefits of iterating

with an outer decoder were also investigated. With the understanding that the iterative

approach can be exploited in the considered equalizer as well, for simplicity, in the

following we will focus on the single-iteration case, which is adopted unless otherwise

specified. The approach described in this section will be briefly referred to as frequency-

domain (FD) LE (FD-LE).

3.3.4 Second Approach to ICI Mitigation

Let us now consider an ICI-mitigation scheme that, unlike the previous one, does not rely

on an explicit estimation of the ICI coefficients. The idea is to exploit the equivalence

between the model (3.4) and the channel model for single-carrier transmissions impaired

by intersymbol interference, and extend adaptive-equalization concepts developed for

such scenarios to our system. Particularly, we will consider the decision-feedback equal-

ization (DFE) technique [4], introducing an additional second-order phase tracker able

to cope with the already-mentioned phase offset due to imperfect time synchronization.

This structure, which will be briefly referred to as frequency-domain DFE (FD-DFE),

is the frequency-domain counterpart of the time-domain approach described in [20]. We

point out that no assumption on the number of significant ICI coefficients is required,

unlike in (3.7), since the coefficients are not explicitly estimated.
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Figure 3.3: Block diagram of the FD-DFE with explicit phase compensation.

Fig. 3.3 shows a conceptual diagram of the equalizer. Denoting by k the index

of the subcarrier, the feed-forward filter a(k) processes the samples Y(k), combining

them and derotating the filter output, yielding to p(k) = a′(k)Y(k)e−jθ̂(k).2 In par-

allel, the feedback filter b(k) exploits the previously-made decisions X̃(k) to compute

q(k) = b′(k)X̃(k), producing the term X̂(k) = p(k) − q(k) as an estimate of trans-

mitted symbol X(k). An error signal e(k) is then computed as the difference between

the estimate X̂(k) and the desired symbol value d(k), which could either be the trans-

mitted symbol X(k) for those subcarriers reserved as pilots, or the preliminary deci-

sions X̃(k) for the remaining subcarriers. An optimization procedure is hence jointly

run over the equalizer parameters {a(k),b(k), θ̂(k)}, such that the mean squared er-

ror (MSE) E[|e(k)|2] is minimized, which requires the solution of the well-known Wiener

filtering problem. To solve it, we adopt the recursive least square (RLS) procedure com-

monly used in the literature (see [4]).

In a similar way, we can pursue the MSE solution for the subcarrier phase

offset θ̂(k). The recursion describing θ̂(k), according to a second-order gradient algo-

rithm [57], can be written as

θ̂(k + 1) = θ̂(k) + G1Φ(k) + G2

k∑
i=0

Φ(i) , (3.11)

where G1 and G2 are the step sizes of the loop, to be numerically optimized, and the

gradient estimate Φ(i) is computed as

Φ(i) = Im{p(i)(p(i) + e(i))∗} = Im{p(i)e(i)∗} . (3.12)

2Column vectors are written in lower-case bold fonts, and the symbol (·)′ denotes conjugate trans-
pose.
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As for the FD-LE, the FD-DFE is initialized with preliminary decisions made ac-

cording to the approach described in Section 3.3.1 and only one iteration of the equalizer

is executed unless otherwise specified (see the discussion at the end of Section 3.3.3).

3.4 Numerical Results

To verify the effectiveness of the considered schemes, we present numerical results for

simulated channels as well as for real data from the KAM08 experiment. Particularly,

for the KAM08 experiment, both fixed- and towed-source scenarios are considered, the

receiver being fixed in both cases.

3.4.1 Results for Simulated Channels

Our first goal is to obtain insights, through computer simulations, on the performance of

different detection schemes when fast channel variations occur. The channel is simulated

according to the model (3.3), with L = 10. The channel coefficients are obtained by

independently generating each of the L + 1 taps according to an exponential power

delay profile [58], the last tap having, on average, half the power of the first tap. Time

variations are then obtained by perturbing the resulting coefficients by means of a zero-

mean Gaussian random walk with tunable variance. We consider two channels, named

channel A and channel B, which differ in the variance of the random walk. Namely, the

ratio between the variance of the random walk and the expected power of the first tap

is 10−4 for channel A and 2 · 10−4 for channel B, so that the variations in channel B

are faster. We remark that the simulated model, which is clearly not appropriate for

most UWA channels, is used only with the aim of obtaining insights on how ICI affects

the system performance. The importance of such insights will be clear when the actual

experimental results are discussed, later in this section.

We consider an OFDM system with uncoded BPSK transmissions, first assuming

that the receiver is perfectly synchronized in time, frequency, and Doppler rate. In this

ideal scenario, perfect channel-state information (CSI) is also available and, for the

FD-DFE, the preliminary decisions fed back are correct. Fig. 3.4 and Fig. 3.5 compare

the performance of the considered detection schemes in terms of bit-error rate (BER)
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Figure 3.4: Performance comparison between a receiver that neglects the ICI and the
considered ICI-mitigation techniques for the time-varying channel A.
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Figure 3.5: Performance comparison between a receiver that neglects the ICI and the
considered ICI-mitigation techniques for the time-varying channel B.
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versus signal-to-noise ratio (SNR), for the case K = 2048, Ns = 12800, and Ng = 1000.

Considering (3.3), we define the SNR as

SNR =
E
[|x(n)|2]

E [|η(n)|2]
L∑

�=0

E
[|c(n; �)|2] ,

where E[·] denotes statistical expectation. Note that, in both simulated scenarios, BER

floors are unavoidable when ICI is neglected, while they can be effectively mitigated

when ICI-mitigation techniques are adopted. We also notice that, while both techniques

are effective, the FD-DFE outperforms the FD-LE in both channels, the improvement

becoming more noticeable as the time variations increase. Note that, at low values of

the SNR, the performance of the classical approach is basically the same as that of the

receivers with ICI mitigation. Hence, the simulations suggest that, given the statistics

of the channel variations, two different regimes can be distinguished based on the SNR.

In the former regime, which will be referred to as noise-limited, the ICI power is much

lower than the noise power, so that no significant performance improvement can be

achieved by ICI mitigation; in the latter, which will be referred to as ICI-limited, the

ICI power is on the order of (or greater than) the noise power, so that the detection

performance is remarkably improved by ICI mitigation.

We now investigate the performance of the same system when the assumptions of

ideal CSI and error-free preliminary decisions are removed, and the detection algorithms

work in the adaptive mode described in Section 3.3 exploiting the pilot symbols placed

every four tones. Also, aimed at verifying the robustness of the considered approaches

to synchronization errors, we assume that an error of 90 samples affects the detection

of the start-of-CP sample — note that the error corresponds to less than 1% of the CP

duration. As discussed in Section 3.3, the timing error causes a linear phase rotation

of the frequency-domain channel coefficients, which motivated our choice of adopting

a phase tracking loop in the ICI-mitigation receivers. The need for this solution is

proved by the simulation results reported in Fig. 3.6 and Fig. 3.7, which both refer to

channel A. Interestingly, while the FD-DFE exhibits a huge performance degradation in

the absence of the phase-locked loop (PLL), the FD-LE is fairly robust to phase rotations

even if a first-order gradient algorithm (GA) is adopted. This is due to the fact that
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Figure 3.6: Performance of FD-LE with and without the PLL in the presence of a timing
offset.
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Figure 3.7: Performance of FD-DFE with and without the PLL in the presence of a
timing offset.
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Figure 3.8: Bathymetry of the operation area of the KAM08 experiment, with depth in
meters (taken from [2]).

the FD-DFE, utilizing a RLS-based algorithm, is effective only when the channel to

equalize is stationary [4]. This condition clearly does not hold in presence of carrier

phase rotations. On the contrary, for the FD-LE, there is no such strict constraint

imposed, and therefore the absence of the second-order GA only results in a gradient

estimate offset, proportional to the amount of phase rotations [57]. In our example, this

offset is relatively small with respect to the actual value of the gradient.

3.4.2 Results for the KAM08 Experiment — Fixed-Source Scenario

Our experimental data were collected during the KAM08 experiment [2], which was

conducted in shallow water off the western coast of Kauai, Hawaii, in June 2008. The

bathymetry of the operation area is shown in Fig. 3.8. We present results for a fixed-

source scenario and for a towed-source scenario (the relevant details are given later).

The positions of the adopted transmitters and receivers are shown in Fig. 3.8.
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Figure 3.9: Scheme of the vertical-array transmitter adopted in the KAM08 experiment
(taken from [2]).

Let us start from the fixed-source scenario, where no intentional motion be-

tween the transmitter and the receiver is present, and the resampling stage can thus be

avoided. An 8-element vertical-array source was deployed with an inter-element sepa-

ration of 7.5 m and an aperture of 52.5 m. The top element was at a nominal depth

of 30 m, and the bottom element was not anchored to the sea floor. As receiver, a

16-element vertical array was deployed, at a distance of 4 km from the source. The

sampling rate was 50 kHz. The inter-element spacing was 3.75 m, with the top element

deployed at a nominal depth of 42.25 m. The pictorial descriptions of the adopted

vertical transmitter array and the receiver array are given in Figs. 3.9 and 3.10.
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Figure 3.10: Scheme of the vertical-array receiver adopted in the KAM08 experiment
(taken from [2]).

Our first purpose is to verify the presence of non-negligible ICI in the experi-

mental data. To do this, we estimate the ICI power by exploiting a probe OFDM signal,

operating in the band spanning 12.5 kHz to 25 kHz. The signal incorporates 2048 sub-

carriers, with a subcarrier spacing of 6.1 Hz, a frame length of 164 ms, and a silence

interval of 100 ms between two consecutive frames — since the channel delay spread

was estimated to be on the order of 10 ms [59], interframe interference can be safely

selected. The OFDM signal was structured such that only one of every eight carriers

was modulated with a BPSK symbol, while all other carriers were not used. Accord-

ing to (3.4), under the reasonable assumption that the ICI between subcarriers with a
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Figure 3.11: Estimates of the average power of the main tap (ICI index 0) and various
ICI coefficients.

separation of at least eight positions is negligible, each sample Y (k) can be rewritten as

Y (k) = C(k, m̂)X(m̂) + N(k) , (3.13)

where m̂ is the index of the non-silent subcarrier closest to k. Hence, according to (3.13),

the power of the sample Y (k) provides a (noisy) estimate of the power of C(k, m̂), since

the BPSK symbols are such that |X(m̂)| = 1. Fig. 3.11 shows the average power of

the estimated ICI coefficients for three different elements in the receiver array, in the

case of transmissions from element 8 (that is, the deepest one, at a depth of 82.5 m) in

the source array. At the receiver side, elements 9, 11, and 16 were at depths of 68.5 m,

61 m, and 42.25 m, respectively. As expected, the average ICI power decreases as

the magnitude of the ICI index increases. Note that, on average, the ICI power from

the two closest carriers (ICI index ±1) is much lower than that of the main tap (ICI

index 0), but significantly greater than that of the weakest ICI coefficients and that of

the noise. Particularly, we point out that the ICI power from the two closest carriers is,

on average, from 4-dB to 9-dB greater than the noise power, depending on the receiver

considered, which suggests that the ICI should be accounted for in the receiver design.

Also, Fig. 3.11 shows that the assumption of neglecting the ICI between non-consecutive

carriers, as we did in the derivation of the FD-LE technique, is a good approximation.

Let us now consider communication data collected in the same experiment. We

first focus on the results for a 2048-carrier OFDM system adopting a BPSK modula-
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Receiving elements Standard FD-LE FD-DFE

9 5.2% 4.3% 4.5%

16 12.1% 10.0% 10.8%

9 and 16 (MRC) 2.2% 1.4% 1.5%

Table 3.1: Uncoded BER in the fixed-source scenario

tion. The signal has a frequency band spanning 12 kHz to 20 kHz and a cyclic prefix

of 20 ms, which implies a word duration of 276 ms. In each OFDM word, one symbol

every four is used as a pilot symbol, and 36 symbols are reserved for peak-to-average

power ratio (PAPR) reduction purposes, so that there are 1500 information bits. An

example of the performance of different detection schemes is reported in Table 3.1, for

the case of transmissions from element 8 and reception at elements 9 and 16. We consid-

ered single-element processing as well as multi-element processing with maximal-ratio

combining (MRC). The reported results are obtained by averaging the uncoded BER

over 12000 information bits transmitted in a few consecutive seconds. The equalizers

have been implemented with one-tap filters and all parameters have been optimized for

each OFDM word, which led to the following ranges: γi ∈ [0.06, 0.15], G1 ∈ [0.25, 1.2],

and G2 ∈ [0.00025, 0.012]. Similar results were obtained by processing data recorded at

different times during the experiment, and considering different elements both at the

transmitter and the receiver side. According to the terminology of Section 3.4.1, this

scenario is noise-limited, particularly when the receiving element 9 is considered: the

performance improvement provided by ICI mitigation is relatively limited. The fact

that the scenario is noise-limited might seem in contrast with the estimates in Fig. 3.11,

which show that the power of the ICI due to the closest carriers is, on average, much

greater than the noise power. Insights into this fact are given by the results reported in

Fig. 3.12, where the estimated magnitude of the main coefficient (ICI index 0) is shown,

together with the positions of the decoding errors for the FD-DFE technique. It is clear

that the errors occur mostly where the channel has spectral notches, that is, where the

system is very likely to be noise-limited, which is not in contrast with the estimates in

Fig. 3.11, since the latter quantities are averages over the entire spectrum.
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Figure 3.12: Estimated magnitude of the channel gain and positions of the decoding
errors for two different receiving elements.

Finally, we point out that the BERs obtained in all considered scenarios are on

the order of 2%-20% when only one receiving element is exploited, but it is possible

to obtain BERs on the order of 1% (or lower) by combining the outputs of different

receiving elements, that is, by exploiting the fact that the spectral notches occur at

different frequencies for different elements (see Fig. 3.12). Particularly, by means of

MRC over 3 elements, we are able to correctly detect all information bits in more than

95% of the processed frames. A very similar performance, i.e., no errors over 90% of the

processed frames, is obtained also with QPSK-modulated signals, again by combining

3 receiving elements. In every considered scenario, the uncoded BER is well below the

value that can be corrected by means of modern rate-1/2 channel codes. Hence, when

such codes are used, we can confidently expect a BER on the order of 10−4 or less.

3.4.3 Results for the KAM08 Experiment — Towed-Source Scenario

We now consider the experimental data collected in the presence of motion between

the transmitter and the receiver. Namely, the transmitter was submerged at a depth

spanning 20 m to 50 m, depending on the specific experiment, and towed at a nominal

speed of 3 knots (i.e., about 1.54 m/s), while the receiver was the same 16-element array

described in Section 3.4.2. Particularly, we consider the case when the link range was

approximately 2 km, and the towing ship was moving towards the fixed receiver, with
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the transmitting transducer about 25 m below the sea surface. Unlike for the fixed-

source experiment, no probe OFDM signal was transmitted. All reported results refer

to communication signals adopting BPSK modulation, with the same OFDM format

and pilot allocation as described in Section 3.4.2.

If the received signal is processed without the resampling stage, the informa-

tion sequence cannot be recovered (a BER of 50% is observed). It is thus necessary

to estimate the Doppler rate and to resample the received sequence accordingly. A

coarse estimate of the Doppler rate can be obtained by exploiting the presence of the

periodically-inserted probe signals that were transmitted in the KAM08 for Doppler-

rate estimation. In this case, the estimate of the Doppler rate is â = 1.14 · 10−3, which

is consistent with the actual status of the moving ship, since the value of â corresponds

to a speed of about 1.7 m/s towards the receiver, i.e., very close to the nominal speed of

the towing ship. In the following, we show how the estimate â impacts the performance

of the various receiver blocks.

Let us start with the time synchronization algorithm, which immediately follows

the resampling stage. We consider the time synchronization metric proposed in [52],

implemented in the pure-correlation form. Fig. 3.13 shows the time synchronization

metric obtained after resampling the signal received at element 5 with â = 1.14 · 10−3

(top figure) and â = 1.67·10−3 (bottom figure), both compared with the synchronization

metric characterizing the transmitted signal, which is the metric obtained at the output

of the transmitter and exhibits clear peaks every 276 ms (i.e., the duration of the OFDM

word). Note that the metric obtained after resampling with â = 1.14 · 10−3 closely

resembles the metric characterizing the transmitted signal, thus yielding to an effective

time synchronization. On the other hand, Fig. 3.13 shows that, after resampling with

â = 1.67 · 10−3, the metric is completely distorted and proper time synchronization

cannot be achieved, which implies that no information can be recovered at the receiver

side. By means of similar analyses, we could conclude that an accuracy of at least 5·10−4

in the estimate of the Doppler rate is required for the time synchronization to work

effectively.
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(a) Resampling with â = 1.14 · 10−3.

(b) Resampling with â = 1.67 · 10−3.

Figure 3.13: Comparison of different time synchronization metrics.
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â · 103 1.18 1.14 1.11 1.05 1.02 1.00

With Frequency Synchronization 2.9% 2.9% 2.9% 3.1% 3.1% 50.0%

No Frequency Synchronization 3.1% 3.0% 3.1% 14.9% 26.1% 36.3%

Table 3.2: Uncoded BER in the towed-source scenario when ICI is neglected

Next, we evaluate how the estimate â affects the frequency synchronization

stage. Table 3.2 compares the uncoded BER performance of the standard receiver that

neglects the ICI, with and without the frequency synchronization stage of the signal

received at element 5. Note that, when no frequency synchronization is performed,

the accuracy of the Doppler rate estimation is very critical for the BER performance,

while it is not critical when frequency synchronization is performed, for a wide range

of values of â. These (and other) results suggest that, provided that the accuracy in

the estimation of the Doppler rate is on the order of 1.4 · 10−4 or less, the residual

Doppler shift after resampling can be effectively compensated for by the frequency

synchronization algorithm. However, when the residual Doppler shift is such that the

resulting frequency offset does not belong to the acquisition range of the frequency

synchronization algorithm, the ICI-neglecting receiver completely fails (see the entry â =

10−3 in Table 3.2). Interestingly, as shown in Table 3.3 for the case of MRC of element

5, 8, and 16, the robustness to the residual Doppler shift can be greatly improved if

ICI mitigation is adopted, again with FD-DFE outperforming FD-LE. In this case, the

first run of both FD equalizers is effectively driven only by the pilot symbols, since the

preliminary decisions obtained by standard detection are basically random (see the entry

“Standard Approach” in Table 3.3). Hence, it is useful to execute multiple iterations

of the equalizer, using as preliminary decisions the equalizer output at the previous

iteration. The results shown in Table 3.3 refer to the case of six iterations for both ICI-

mitigation schemes. The other parameters are: γi ∈ [0.06, 0.09], G1 ∈ [0.8, 2.95], G2 ∈
[0.007, 0.0011], and three-tap filters. The improvements provided by ICI mitigation are

consistent with the fact that, ultimately, the effect of a residual Doppler shift is ICI [9].

After evaluating the impact of the accuracy in the Doppler rate estimation, we fi-

nally discuss the detection performance obtained when the actual estimate â = 1.14·10−3
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Δa · 103 0.00 0.14 0.16 0.19 0.21 0.23 0.25

Standard Approach 0.3% 35.7% 43.1% 50.0% 50.0% 50.0% 50.0%

FD-LE 0.1% 4.5% 4.0% 3.3% 2.8% 3.2% 4.1%

FD-DFE 0.1% 0.7% 0.7% 0.9% 1.1% 1.1% 1.2%

Table 3.3: Uncoded BER in the towed-source scenario when frequency synchronization
is not achieved

is adopted in the resampling stage. In this case, after proper compensation of the

Doppler shift, most of the data collected in the KAM08 experiment seem to correspond

to noise-limited scenarios, for which ICI mitigation does not provide a remarkable per-

formance improvement with respect to the standard receivers. This fact suggests that,

compared to the duration of the OFDM words, the channel variations were relatively

slow in that environment. It is interesting to evaluate how such conclusions would

change in a more challenging UWA environment, with faster time variations. A sim-

ple procedure that allows us to introduce artificial time variations in the experimental

data consists of resampling the received signal with time-varying rate. Formally, the

sequence is resampled so that, for the n-th sample, the difference between the nomi-

nal sampling time nTs and the actual sampling time is Λ(n). Note that the obtained

sequence is basically equivalent to a sequence obtained with ideal sampling rate when

the multipath propagation is characterized by the time-varying delay Λ(n). We here

consider Λ(n) generated according to a zero-mean Gaussian random walk with stan-

dard deviation σe · Ts, σe being a tunable parameter. A realization of the process Λ(n)

with σe = 0.005 is shown in Fig. 3.14. Note that, within an observation window of

250 ms (i.e., roughly the duration of the considered OFDM word), the variations of

Λ(n) are on the order of the nominal sampling interval Ts = 20μs. Interestingly, this

value corresponds to a variation of about 2 cm in the length of the propagation paths,

which seems to be a realistic variation in 250 ms, for many practical UWA environments.

Average values of the uncoded BER obtained by processing the resampled sequences

are reported in Table 3.4 for three different values of σe and three different detection

algorithms with MRC of elements 5, 8, and 16. The results refer to the case of three

iterations for both ICI-mitigation schemes. The other parameters are: γi ∈ [0.06, 0.2],
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Figure 3.14: A realization of the process Λ(n) with σe = 0.005.

σε · 103 Standard Approach FD-LE FD-DFE

15.0 16.1% 13.6% 1.0%

10.0 7.3% 7.1% 0.5%

5.0 1.2% 0.9% 0.2%

Table 3.4: Uncoded BER for the intentionally-degraded experimental data

G1 = 0.8, G2 = 0.007, and three-tap filters. Note that the FD-LE does not provide a

significant performance improvement with respect to the ICI-neglecting receiver, which

shows that the effectiveness of the FD-LE is greatly compromised when the estimation

of the ICI coefficients is critical. On the other hand, the FD-DFE is very robust to

time-varying propagation delays, and emerges as a promising solution for UWA chan-

nels with more challenging time variations than those characterizing the data collected

in the KAM08 experiment.
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3.5 Chapter Summary

We have considered OFDM transmissions over time-varying UWA channels, comparing

the performance of standard receivers neglecting ICI with that achievable by means of

two ICI-mitigation schemes. In the first scheme, the ICI coefficients are explicitly esti-

mated by means of a closed-loop tracking system, and FD-LE equalization based on such

estimates is performed. In the second scheme, detection is performed by means of an

adaptive FD-DFE, which does not require explicit ICI estimation. Simulation results

show that in ICI-limited scenarios both techniques provide a significant performance

improvement with respect to the standard OFDM receivers, typically with FD-DFE

being more effective than FD-LE. Receivers employing ICI mitigation outperform the

standard ones in the decoding of real UWA data from the recent KAM08 experiment,

particularly when scenarios with motion between the transmitter and the receiver are

considered. In these cases, ICI mitigation significantly increases the robustness of the

receiver to imperfect compensation of the motion-induced Doppler shift. Finally, we

have shown the potential of the ICI-mitigation schemes in coping with more challenging

time variations than those characterizing the environment of the KAM08 experiment.

These results serve as an encouragement to investigate related decision-feedback struc-

tures, such as those that exploit both forward and backward directions for adaptive

detection of symbols in an OFDM block.
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Chapter 4

RECEIVER DESIGN FOR OFDM OVER DOPPLER-DISTORTED UNDERWATER

ACOUSTIC CHANNELS

As discussed in Chapter 3, rapid time variations of UWA channels cause significant

ICI for systems using OFDM. Responding to this challenge, we have developed two

frequency domain adaptive equalizers, namely FD-DFE, and FD-LE, aiming at effec-

tive ICI mitigation with significantly reduced pilot overhead. To make these frequency

domain equalizers robust against phase rotations due to timing synchronization errors,

we have also integrated phase tracking loops into the overall equalizer designs. The

effectiveness of our frequency domain equalizers have been verified with simulated con-

ditions as well as real data recorded in the KAM08 experiment. Note that the UWA

channels in the simulations as well as those observed in the experiment all have very

similar Doppler scaling factors for different signal arrivals. In this case, after an initial

ICI mitigation stage (implemented as a single-rate resampling operation), the ICI due

to the residual Doppler distortion can be restricted to a few neighboring subcarriers

and effective ICI mitigation can be achieved.

In this chapter, we are particularly interested in scenarios where different clusters

of arrivals are characterized by significantly different Doppler scaling factors. These sce-

narios can be easily motivated for certain transmitter/receiver geometries, or in general,

by a cooperative communications framework, where distributed transmitter-receiver

pairs may experience significantly different Doppler distortions (e.g., two vehicles mov-

ing in different directions with respect to the receiver). As such, the conventional ap-

proach of front-end resampling that corrects for a common Doppler scaling factors may

fail, rendering a post FFT signal that is contaminated by path or transmitter-specific

inter-carrier interference. To counteract this problem, we propose a new family of front-

end receiver structures that utilize multiple resampling branches, each coping with the

Doppler scaling of a particular cluster of arrivals or transmitter. Followed by FFT

demodulation, the new structures yield a set of Doppler-mitigated frequency domain
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samples, which are subsequently processed using custom-designed, linear or nonlinear

detection schemes. To make these designs suitable for practical applications, a family

of specialized channel estimators for the path gains and delays, as well as the Doppler

scaling factors of each arrival are also developed. The effectiveness and robustness of

the proposed receivers are demonstrated via simulations and with real data collected the

2010 MIMO acoustic communications experiment (MACE10) and the Kauai Acomms

MURI 2008 (KAM08) experiment.

The chapter is organized as follows. Section 4.1 gives a review of the exist-

ing research results and summarizes the proposed approach. Section 4.2 contains the

OFDM system description. In Section 4.3, for a SISO system with a path-specific

Doppler distortion, we derive sufficient statistics for data detection, and outline the

front-end receiver structure based on an efficient FFT implementation. In Section 4.4,

we extend the results to cooperative MIMO scenarios and focus on the user-specific

Doppler distortion. The custom-designed detection schemes are also discussed in the

multiuser communication context. Section 4.5 is focused on some practical consider-

ations involving sparse channel estimation schemes. Section 4.6 offers data decoding

results via simulations and experimental data studies, and finally, Section 4.7 concludes

the chapter.

4.1 Introduction

As demonstrated in several recent shallow-water acoustic communications experiments,

both SISO and MIMO OFDM systems are able to yield successful results [6, 8, 10, 11]

without resorting to complicated equalizer structures essential for the case of single-

carrier systems. While the previous OFDM systems are mostly tested for single-user

(point-to-point) transmissions, it is also possible, and in fact may be preferable to

deploy them in a multiuser environment. Multiuser MIMO systems, differently from

their single user counterparts where both the transmitting and the receiving elements are

collocated, are formed by transmitting and/or receiving elements that are geographically

1This work is funded by the multidisciplinary university research initiative (MURI) grants N00014-
07-1-0739/0738, N00014-10-1-0576 and N00014-09-1-0700.
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separated [37]. Multiuser MIMO leverages multiple users as an extra degree of freedom

and promises large gains for both capacity [60] and reliability [17]. While multiuser

MIMO may include a broad range of configurations, such as MIMO broadcast in [61],

MIMO multiple-access (MAC) in [62], and network MIMO in [63]; in this chapter, the

focus is on MIMO MAC, where distributed users (operating in the same frequency band

simultaneously) transmit independent data streams to a centralized receiver comprised

of collated receiving elements. The major challenge for both single-user and multiuser

systems is that with the low propagation speed of sound in water (nominally 1500

m/s), the Doppler distortion becomes much more severe than that typically observed

in terrestrial radio communications, causing significant time variations and intercarrier

interference (ICI).

To address the issues related to time variations and the Doppler-induced ICI,

a variety of receiver designs have been proposed in the literature [9, 13, 26]. We note

that although receivers with general ICI-mitigation techniques are available such as the

adaptive frequency-domain equalizers proposed in Chapter 3 (reported in [10,40]), most

existing receiver designs are dedicated to channels where the only source of ICI is the

motion-induced Doppler scaling, i.e., the time compression/dilation that the signal ex-

periences during propagation [9,12,51]. In this case, it is typically assumed that all the

propagation paths are characterized by approximately the same Doppler scaling factor,

which can be mitigated by resampling the received signal in order to compensate for

the time compression/dilation [12]. While this assumption may be accurate for certain

cases, it does not hold true in general. For example, in a single-user environment, given

a particular geometry of the propagation paths and the transmitter/receiver motion (as

depicted in Figure 4.1), significant difference of the Doppler scaling factors may arise

when different propagation paths have significantly different lengths and experience sig-

nificantly different length variations. For multiuser systems, this disparate nature of

Doppler scaling factors may be even more pronounced, since different users are likely

to move in different directions with respect to the receiver, and hence observe signifi-

cantly different Doppler scaling factors as illustrated in Figure 4.2. Here, node 0 moves

perpendicularly with respect to the receiver, rendering a0 ≈ 0, while node 1 and 2 move
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Figure 4.1: Path-specific Doppler arising from motion of the transmitter.

towards and away from the receiver, respectively, giving rise to a1 > 0 and a2 < 0.

To address the challenges posed by the disparate Doppler scaling factors, a rem-

edy for the single-resampling designs has been proposed in [30]. Aiming at obtaining

an accurate approximation to the sufficient statistics for data detection, the key idea of

this approach is to optimize the resampling rate in such a way that the resultant equiv-

alent discrete channel model has a Fisher information which is close to that associated

with the channel model characterizing the sufficient statistics. To achieve this goal,

the authors of [30] consider two different optimization criteria: (1) maximization of the

trace of the Fisher Information Matrix (FIM), and (2) minimization of the mean square

error (MSE) of a channel estimation problem. While conceptually appealing, due to the

complexity of the cost function, the closed-form expression for the optimal resampling

rate is intractable (particularly when the first criterion is applied), and therefore, a

brute-force approach may be needed. Applying the second criterion, the authors obtain

a suboptimal solution, which points out that when the received signal is dominated

by one strong arrival, the resampling rate should be the Doppler scaling factor of this

strong arrival, while when the arrivals have almost equal power, the resampling rate
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Figure 4.2: User-specific Doppler distortions arising from motion of the transmitting
nodes.

should be the average of their associated Doppler scaling factors. We point out that

while properly choosing the resampling rate may improve the performance, the system

may still suffer from severe ICI when the Doppler scaling factors are significantly dif-

ferent for different paths. Also, note that this approach has only been investigated for

single-user scenarios, while extensions to multiuser scenarios may also be of interest.

In this chapter, we address the design of an advanced receiver structure – in

the sense of coping with the user/path-specific Doppler distortions – and find that the

receiver should include multiple resampling branches, one for each distinct Doppler scal-

ing factor associated with different users or different propagation paths of the same

user [64, 65]. FFT demodulation of the resampling branch outputs yields a set of

Doppler-mitigated frequency domain samples, which can be subsequently exploited by

various detection schemes. For the single-user case, we focus on (1) maximum likeli-

hood (ML) detection, and (2) linear detection based on least squares (LS) or minimum

mean squared error (MMSE) optimization criteria. For the multiuser case (also appli-

48



cable to single-user MIMO communications), the detection is upgraded by (1) dealing

with the redundancy in the observation vector, and (2) introducing a new nonlinear

detection algorithm based on interference cancellation (IC). For all of these schemes,

we explicitly estimate the path gains, delays, and Doppler scaling factors of different

arrivals. Particularly, we propose a robust two-step sparse channel estimation approach

which exploits the initial channel estimates obtained by standard compressive sensing

techniques [51,66] and provides a gradient-descend-based refinement step to cope with

the basis mismatch problem. We demonstrate the effectiveness of these receiver de-

signs both through extensive simulations and using data recorded in MACE10 [67] and

KAM08 [2] experiments. In particular, to emulate a data set with an extensive set of

Doppler rate differences for different users, we resample the recorded signal at differ-

ent rates and add the resampled signals to form a compound signal, which is used as

the input to different receiver structures. To assess the performance of the proposed

receivers, we compare the results with those obtained by a standard receiver, for which

only a single resampling branch is employed.

4.2 System Model and Preliminaries

In this section, we establish mathematical models for both single-user and multiuser

UWA OFDM transmission scenarios. For the former, our focus is on the path-specific

Doppler distortion, where a SISO system model is adopted, while in the latter, both

path-specific and user-specific Doppler distortions are investigated, for which we use a

distributed MIMO system setup.

4.2.1 Path-Specific Doppler

Consider an N -subcarrier OFDM system with a cyclic prefix (CP) duration Tg, a block

duration T , and modulation symbols belonging to a complex-valued constellation. The

transmitted signal can be written as [25]

s(t) = Re

{
N−1∑
k=0

dke
j2πfktR(t)

}
(4.1)
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where {dk} are the data symbols modulated onto the frequency fk = f0 + k/T , R(t) is

the modulation pulse of duration T +Tg, and Re{} denotes the real part of its argument.

Throughout the chapter we assume that the CP duration is sufficiently long to prevent

inter-block interference. Hence, we focus on a single-block OFDM signal. Further, we

assume that R(t) is a rectangular pulse and note that the arguments in this chapter

can be generalized to an arbitrary shaping pulse in a straight-forward manner.

Receivers for OFDM signals transmitted over time-invariant multipath channels

have been well studied [25]. Here, we address the design of receivers for time-varying

multipath channels in which the time variations are caused by path-specific and/or user-

specific Doppler scaling factors, where the latter is typically seen in multiuser scenarios

but also can be observed in single-user systems as well. For ease of illustration, we first

focus on the path-specific Doppler distortion in SISO systems, deferring the extension to

the MIMO systems to Section 4.2.2. In particular, we consider a UWA channel, whose

propagation paths can be grouped into Nc clusters, each sharing a common Doppler

scaling factor. The input-output relationship in the absence of noise is formulated as

y(t) =

Nc−1∑
c=0

N
(c)
p −1∑
p=0

hc,ps (t + act − τc,p) (4.2)

where N
(c)
p is the number of paths in the cth cluster, hc,p, τc,p, and ac are, respectively,

the path gain, delay, and Doppler scaling factor of the pth path in the cth cluster. For

example, as illustrated in Figure 4.1, this model may apply to a scenario where the

surface and bottom reflected paths are associated with significantly different angles of

arrivals and the transmitter movement is towards the ocean surface. Note that while

the channel is time-varying, in many cases the parameters change slowly and can be

taken as constants for the frame duration. Denoting by v(c) the velocity of the relative

transmitter-receiver motion along the propagation paths of the c-th cluster, the path-

specific Doppler scaling factor is ac = v(c)/vs, where vs is the speed of sound in water.

For typical UWA systems, we have |ac| � 1.
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Based on (4.2), we can write the received (bandpass) signal as

ṽ(t) = Re

⎧⎪⎨⎪⎩
N−1∑
k=0

Nc−1∑
c=0

N
(c)
p −1∑
p=0

dkhc,pe
j2πfk(t+act−τc,p)R(t + act − τc,p)

⎫⎪⎬⎪⎭ + w̃(t) (4.3)

where w̃(t) is additive white Gaussian noise (AWGN) with power spectral density (PSD)

N0/2.
1 Equivalently, adopting the complex envelope representation with respect to the

frequency f0, the model of the received signal yields

v(t) =

N−1∑
k=0

dkPk(t) + w(t) (4.4)

where w(t) is a circularly-symmetric complex AWGN with PSD N0, and

Pk(t) =

Nc−1∑
c=0

N
(c)
p −1∑
p=0

α(c)
p (k)ej2πacf0tej2π(t+act)k/T R (t + act − τc,p) ,

α(c)
p (k) = hc,pe

−j2πfkτc,p . (4.5)

4.2.2 User-Specific Doppler

We consider a scenario where Nt independent data streams d(1), . . . ,d(Nt) are transmit-

ted simultaneously from Nt geographically separated transmitters, and received by a

centralized receiver equipped with Nr receiving elements. This model is mathematically

the same as that of a centralized MIMO system employing spatial multiplexing [68].

Denoting by d
(i)
k the transmitted symbol at the k-th subcarrier of the i-th user, the

transmitted signal from this user is given by

si(t) = Re

{
N−1∑
k=0

d
(i)
k ej2πfktR(t)

}
. (4.6)

Similar to the SISO system model, a cyclic prefix (CP) of duration Tg is employed. In

general, the Doppler scaling that arises in these systems is both user-specific and path-

specific, the former being a direct consequence of different users’ motion in different

directions with respect to the receiver.

For simplicity, we consider a scenario with only a user-specific Doppler – in-

terested readers are referred to Appendix A for the general case. The input-output

1Noise in a UWA channel is in general colored, but we focus for simplicity on the white noise case
as an illustrative example. Extensions of the chapter’s results to a specific noise PSD is straightforward
as will become clear later in the chapter.
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relationship (in the absence of noise) between the ith transmitter and the mth receiver

can be modeled as

yi,m(t) =

N
(i,m)
p −1∑
p=0

h(i,m)
p si

(
t + a(i)t − τ (i,m)

p

)
(4.7)

where N
(i,m)
p is the number of paths, h

(i,m)
p and τ

(i,m)
p are respectively the path gain

and delay of the pth path, and a(i) is the Doppler scaling factor associated with the ith

transmitter. Denoting by v(i) the relative velocity of the i-th user with respect to the

centralized receiver, the user-dependent Doppler scaling factor is a(i) = v(i)/vs. Note

that for relative velocities in the order of a few meters per second, the values of the

Doppler scaling factor is in the order of ∼= 10−3.

Following a similar procedure as in Section 4.2.1, we express the baseband signal

of the mth receiving element as

vm(t) =

Nt∑
i=1

N−1∑
k=0

d
(i)
k P

(i,m)
k (t) + wm(t) (4.8)

where wm(t) is a circularly-symmetric complex AWGN with power spectral density

(PSD) N0, and

P
(i,m)
k (t) =

N
(i,m)
p −1∑
p=0

α(i,m)
p (k)ej2πa(i)f0tej2π(t+a(i)t)k/T R

(
t + a(i)t − τ (i,m)

p

)
,

α(i,m)
p (k) = h(i,m)

p e−j2πfkτ
(i,m)
p . (4.9)

4.3 Single-User Receiver Design with Path-Specific Doppler Scaling

We propose new receiver design to address the path-specific Doppler distortions for the

aforementioned single-user transmissions.

4.3.1 Comments on the Sufficient Statistics

We consider transmission of a single OFDM block assuming perfect channel state in-

formation at the receiver, i.e. the knowledge of Doppler scaling factors as well as the

channel path gains and delays. Since the noise process is white Gaussian, maximum-

likelihood (ML) data detection aims to find the sequence d = [d0, . . . , dN−1]
T which
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minimizes the metric

Λ (d) =

∫ ∞

−∞

∣∣∣∣∣v(t) −
N−1∑
k=0

dkPk(t)

∣∣∣∣∣
2

dt (4.10)

which implies a set of sufficient statistics given by

yk =

∫ ∞

−∞

v(t)Pk
∗(t)dt, k = 0, 1, . . . , N − 1. (4.11)

For the desired sufficient statistics (4.11), a direct implementation of parallel

matched-filter branches for all N sub-carriers is clearly not a viable option. We thus

focus on an alternative interpretation of the expression (4.11). Namely, we first restrict

our attention to the time interval that contains the signal but not its cyclic extension,

which effectively yields

yk ≈
∫ T

1+ac

0
v(t)

Nc−1∑
c=0

N
(c)
p −1∑
p=0

α(c)
p (k)

∗
e−j2πacf0te−j2π(t+act)k/T dt

=

Nc−1∑
c=0

∫ T
1+ac

0
v(t)e−j2πacf0t︸ ︷︷ ︸

v(c)(t)

N
(c)
p −1∑
p=0

α(c)
p (k)

∗
e−j2π(t+act)k/T dt,

where, for each cluster index c, v(c)(t) is obtained by compensating for the Doppler-

induced frequency shift acf0. Defining

α(c)(k) =

N
(c)
p −1∑
p=0

α
(c)
p (k)

(1 + ac)
, (4.12)

a new time variable ξ = (1 + ac) t, and

ỹ
(c)
k =

∫ T

0
v(c)

(
ξ

1 + ac

)
e−j2πkξ/Tdξ, (4.13)

equivalently, we can write

yk ≈
Nc−1∑
c=0

α(c)(k)
∗
ỹ

(c)
k . (4.14)

We point out that ỹ
(c)
k in this computation can be efficiently carried out for all the

subcarriers at a single time, since the integration in Equation (4.13), when carried out

in the discrete-time domain, is nothing but an FFT. With Equation (4.13), we also

notice that evaluation of ỹ
(c)
k (t) requires resampling of v(c)(t) according to the Doppler
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Figure 4.3: Proposed front-end receiver design for single-user systems.

scaling factor ac when there are Nc distinct Doppler scaling factors. Inspired by the

formulations in Equations (4.13) and (4.14), we propose to use a new receiver front-end

design, which resamples the received signal v(t) Nc times, each time according to a

distinct Doppler scaling factor.

Figure 4.3 shows the block diagram of the receiver front-end. It consists of Nc

parallel branches, each one associated with a group of arrivals with the same Doppler

scaling. Each branch performs a frequency shift, resampling, and FFT. The implemen-

tation complexity is thus increased only linearly with the number of distinct Doppler

scaling factors present, and the processing can be performed in parallel, rendering a

computationally affordable solution.

4.3.2 Data Detection

We now describe post-processing schemes which aim at exploiting the output of the

multiple resampling front-end design for high performance data detection.

4.3.2.1 Maximum-Likelihood Detection and Its Approximation

ML detection is the optimal solution in terms of minimizing the error rate. To pursue

it, we first write the relevant discrete channel model for (4.11)

yk =

N−1∑
m=0

Φk,mdm + wk, (4.15)
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where

Φk,m =

∫ ∞

−∞

Pm(t)P ∗k (t)dt (4.16)

and {wk} is additive Gaussian noise with autocorrelation

Ωk,m = E[wkw
∗
m] ≈ N0TΦk,m (4.17)

The discrete channel model (4.15) is now formulated in the vectorial form, i.e.,

y = Φd + w (4.18)

where

d = [d0, . . . , dN−1]
T

y = [y0, . . . , yN−1]
T

w = [w0, . . . , wN−1]
T

and Φ represents the channel matrix, whose entries are defined by the expression in

(4.16). Given the model in (4.18), we can write the joint probability density function

(pdf) of the observation vector y conditioned on the data vector d, i.e.

p(y|d) ∝ exp
{
− (y − Φd)H Ω−1 (y −Φd)

}
(4.19)

where H stands for the Hermitian transpose, and Ω is the noise covariance matrix, whose

entries are defined in (4.17).2 With the conditional pdf, the ML solution can be written

as

d̃ML = arg max
d

Λ(d) (4.20)

where

Λ(d) = (y− Φd)H Ω−1 (y − Φd) (4.21)

We then substitute the noise autocorrelation in (4.17) into (4.21), and hence obtain a

simplified metric

Λ(d) = (y −Φd)H
(
Ω−1y− γd

)
= C0 − 2γRe

{
dHy

}
+ γdHΦHd (4.22)

2
Ω is nonsingular except for some pathological cases, so the pdf can be written.
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where γ = (N0T )−1 and C0 = yHΩ−1y.

In general, the complexity of ML detection is prohibitive since the interference

ranges over all N subcarriers. However, the correlation matrix ΦH that defines the

coupling of different subcarriers in (4.22) has a certain structure that can be exploited

for an efficient implementation. Namely, if the Doppler scaling factors differ only by a

small amount, this correlation metric will have only a few significant terms that relate

the desired subcarrier to its close neighbors. As a result, when only the significant

terms in (4.16) are kept, an approximate ML detector can be implemented using a

proper application of the Viterbi algorithm. Otherwise, implementation of the Viterbi

algorithm becomes infeasible, and suboptimal detectors must be considered.

4.3.2.2 Linear Detectors

With ML detection being computationally demanding even in an approximate form for

larger Doppler scaling factor differences, we may alternatively pursue linear solutions for

the data detection. These schemes, instead of minimizing the error probability, aim at

minimizing the error between the linear detector output and the transmitted sequence.

While the minimization of different error measures can result in various linear detectors,

with the discrete channel model given in (4.18), we adopt two commonly used ones,

namely the least squares (LS) detector

d̃LS = Dec
((

ΦHΦ
)−1

ΦHy
)

(4.23)

and the minimum mean squared error (MMSE) detector

d̃MMSE = Dec
(
ΦH

(
ΦΦH + Ω

)−1
y
)

(4.24)

where Dec (·) represents the symbol decision. For instance, in binary shift keying

(BPSK) the symbol decision is taken as the sign of the real part of the symbol es-

timate. The MMSE is usually a better option provided that the noise statistics are

known.
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4.4 Multiuser Receiver Design with User-Specific Doppler

With the advanced receiver structure derived for the single-user systems, we now pursue

the advanced receiver design for the aforementioned multiuser MIMO scenario, where

multiple geographically separated users transmit independent data streams to a cen-

tralized receiver. For these multiuser systems, users from different locations operate on

the same frequency band and multiuser detection is made possible by combining signals

received at multiple receiving elements exploiting the spatial diversity of the receiver

array. We note that for the multiuser systems, both path and user-specific Doppler dis-

tortions are possible. For ease of illustration, we present the optimum receiver designs

for a simplified case, for which only user-specific Doppler distortion occurs – interested

readers are referred to Appendix A for extensions to more general scenarios, where both

user and path-specific Doppler distortion may be encountered.

4.4.1 Comments on the Sufficient Statistics

Similar to Section 4.3, we consider the transmission of a single OFDM block assuming

perfect receiver CSI. Since the noise is assumed white Gaussian, maximum-likelihood

data detection, in the multiuser context, aims to find d = [d(1)T, . . . ,d(Nt)T]T, which

minimize the metric (since the noise is spatially and temporally white Gaussian)

Λ (d) =

∫ ∞

−∞

Nr∑
m=1

∣∣∣∣∣vm(t) −
Nt∑
i=1

N−1∑
k=0

d
(i)
k P

(i,m)
k (t)

∣∣∣∣∣
2

dt (4.25)

where d(i) = [d
(i)
0 , d

(i)
1 , . . . , d

(i)
N−1]. For the multiuser systems, the metric (4.25) implies

a set of sufficient statistics given by

y
(i,m)
k =

∫ ∞

−∞

vm(t)P
(i,m)
k

∗
(t)dt, k = 0, 1, . . . , N − 1. (4.26)

With a similar complexity concern as in the single-user case, we aim to find a

computationally efficient implementation for the acquisition of the sufficient statistics

in (4.26). Following a procedure parallel to that in Section 4.3.1, we adopt the received

signal in the interval that excludes the cyclic prefix, i.e.,

y
(i,m)
k ≈ α(i,m)(k)

∗
ỹ

(i,m)
k (4.27)
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where

α(i,m)(k) =

N
(i,m)
p −1∑
p=0

α
(i,m)
p (k)

1 + a(i)
(4.28)

and

ỹ
(i,m)
k =

∫ T

1+a(i)

0
vm(t)e−j2πa(i)f0t︸ ︷︷ ︸

v
(i)
m (t)

e−j2πk(1+a(i))t/T dt. (4.29)

We then proceed by introducing a change of variable ξ =
(
1 + a(i)

)
t in expression (4.29),

which results in

ỹ
(i,m)
k =

∫ T

0
v(i)
m

(
ξ

1 + a(i)

)
e−j2πkξ/Tdξ. (4.30)

Hence, the received signal vm(t) can first be shifted in frequency and resampled to

obtain the signals
{

v
(i)
m

(
t

1+a(i)

)}Nt

i=1
. These signals can now be demodulated according

to the expression (4.30), which, when cast in the discrete-time framework, is nothing

but an FFT operation.

Figure 4.4 shows the block diagram of the receiver front-end. Similar to the

single-user case, it consists of multiple parallel branches. The difference is that in

the multiuser context one branch is associated with each individual user and there

are Nt branches in total. Therefore, the implementation complexity of the proposed

multiuser front-end design is increased only linearly with the number of users, which is

computationally affordable by realizing that the computation of the Nt branches can

be performed in parallel.

4.4.2 Data Detection

To arrive at the detection algorithms, it is helpful to define an equivalent discrete channel

model that relates the acquired statistics (4.27) to the data symbols. Substituting the

relations (4.8) and (4.9) into the expression (4.27), we obtain

y
(i,m)
k =

Nt∑
u=1

N−1∑
l=0

Φ
(i,u)
k,l (m)d

(i)
l + w

(i,m)
k (4.31)

where

Φ
(i,u)
k,l (m) =

∫ T

0
P

(u,m)
l (t)P

(i,m)
k

∗
(t)dt (4.32)
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Figure 4.4: The multiple-resampling front-end for the mth receiving element.

and w
(i,m)
k is additive Gaussian noise with autocorrelation

Ω
(i,u)
k,l (m) = E[w

(i,m)
k w

(u,m)
l

∗
] ≈ N0T · Φ(i,u)

k,l (m). (4.33)

Grouping all the carriers together, the above expressions can also be represented in a

compact form as

y(i,m) = Φ(i,m)d + w(i,m) (4.34)

where

d = [d(1)T, . . . ,d(Nt)T]T

Φ(i,m) = [Φ(i,1)(m), . . . ,Φ(i,Nt)(m)]

[Φ(i,u)(m)](k,l) = Φ
(i,u)
k,l (m)

y(i,m) = [y
(i,m)
0 , . . . , y

(i,m)
N−1 ]T

w(i,m) = [w
(i,m)
0 , . . . , w

(i,m)
N−1 ]T.

The vectors y(i,m) can now be grouped for all the transmitter-receiver pairs to obtain

the overall MIMO system model:⎡⎢⎢⎢⎢⎢⎢⎢⎣

y(1, 1)

y(2, 1)

...

y(Nt, Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

y

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ(1, 1)

Φ(2, 1)

...

Φ(Nt, Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Φ

d +

⎡⎢⎢⎢⎢⎢⎢⎢⎣

w(1, 1)

w(2, 1)

...

w(Nt, Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

w

. (4.35)
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The aggregate noise vector w is characterized by the covariance matrix

Ω =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ω(1) 0 . . . 0

0 Ω(2) . . . 0

0 0
. . . 0

0 0 . . . Ω(Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
with

Ω(m) =

⎡⎢⎢⎢⎢⎣
Ω(1,1)(m) . . . Ω(1,Nt)(m)

...
. . .

...

Ω(Nt,1)(m) . . . Ω(Nt,Nt)(m)

⎤⎥⎥⎥⎥⎦
whose entries are defined by (4.33).

4.4.2.1 Maximum Likelihood Detector and Its Approximation

We pursue an ML solution by direct minimization of the original metric (4.25). To start

with, we reformulate it as

Λ(d) =
Nr∑

m=1

∫ T

0
|vm(t)|2dt −

Nr∑
m=1

2Re

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Nt∑
i=1

N−1∑
k=0

d
(i)
k

∗
∫ T

0
vm(t)P

(i,m)
k

∗
dt︸ ︷︷ ︸

y
(i,m)
k

⎫⎪⎪⎪⎪⎬⎪⎪⎪⎪⎭
+

Nr∑
m=1

Nt∑
i=1

N−1∑
k=0

d
(i)
k

∗
Nt∑

u=1

N−1∑
l=0

∫ T

0
P

(u,m)
l P

(i,m)
k

∗
dt︸ ︷︷ ︸

Φ
(i,u)
k,l

(m)

d
(u)
l . (4.36)

In each resampling branch, since the Doppler scaling for the desired user is perfectly

compensated – by choosing the resampling rate according to the Doppler scaling factor

of this user – we have Φ
(i,i)
k,l (m) ≈ Φ

(i,i)
k,k (m)δ(k − l). Hence, expression (4.36) can be

simplified to

Λ(d) ≈ C0 −
Nr∑

m=1

N−1∑
k=0

2Re

(
Nt∑
i=1

d
(i)
k

∗
y

(i,m)
k

)
+

Nr∑
m=1

Nt∑
i=1

N−1∑
k=0

d
(i)
k

∗
Nt∑

u=1
u �=i

N−1∑
l=0

Φ
(i,u)
k,l (m)d

(u)
l (4.37)

with

C0 =

Nr∑
m=1

(∫ T

0
|vm(t)|2dt +

Nt∑
i=1

N−1∑
k=0

∣∣∣Φ(i,i)
k,k (m)

∣∣∣2) (4.38)
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provided that the signal constellation chosen has a constant envelope, i.e., |d(i)
k | is a

constant. Noticing that by definition in (4.32), Φ
(i,u)
k,l (m) =

[
Φ

(u,i)
l,k (m)

]∗
, the expression

(4.37) can be further simplified to

Λ(d) ≈ C0 −
Nr∑

m=1

N−1∑
k=0

2Re

(
Nt∑
i=1

d
(i)
k

∗
y

(i,m)
k

)

+

Nr∑
m=1

N−1∑
k=0

2Re

(
Nt−1∑
i=1

d
(i)
k

∗
N−1∑
l=0

Nt∑
u=i+1

Φ
(i,u)
k,l (m)d

(u)
l

)
. (4.39)

Similar to the single-user case as described in Section 4.3.2.1, it is computation-

ally intractable to implement the ML detector by minimizing (4.39) for large Doppler

scaling factor differences among different users. However, for smaller differences it is

possible to pursue an approximate ML detection through the Viterbi algorithm since

the coupling between different users (defined by Φ
(Nt,i)
k,l (m)) can be reduced to such a

level that only a manageable number of states are needed to account for these cross-

user terms. While the approximate ML solution may be computationally affordable for

two-user systems (with Doppler scaling factor differences), we point out that for more

general cases, e.g. systems with more than two users, suboptimal detectors must be

considered due to the resulting high complexity.

4.4.2.2 Linear Detectors

Given (4.35), we adopt two commonly used linear detectors, the LS detector and the

MMSE detector. While conceptually simple, the implementation of these detectors

requires some care since the matrices H and Φ are both singular. The singularity

problem is a direct consequence of the fact that different subsets of the signal vector y

are generated from the same input signal. That is, the same noise process and multiuser

signals are sampled multiple times to constitute the samples at each branch’s output.

As a result, strong dependence exists among different subsets of the sufficient statistics

(that correspond to different branches), and loss of rank for both H and Φ is expected.

The optimal solution can nonetheless be obtained through singular value de-

composition (SVD) which removes the redundant coordinates in y [69]. Or, as an

approximation, we can also deal with the ill-conditioned matrices by adding a scaled
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identity matrix before the inversion is carried out. With this simpler approach, two reg-

ularized linear detectors are employed, one for the LS solution and one for the MMSE

solution:

d̃LS = Dec
((

ΦHΦ + εI
)−1

ΦHy
)

(4.40)

and

d̃MMSE = Dec
(
ΦH

(
ΦΦH + Ω + εI

)−1
y
)

(4.41)

where the regularization factor ε is chosen as a small number with respect to the average

of the non-zero eigenvalues of ΦΦH.

4.4.2.3 Interference Cancelation

Interference-cancelation (IC) is considered as a means of improving the error rate per-

formance of the system. An IC detector forms an estimate of the interference caused by

one transmitter to the other, and subtracts this estimate from the desired signal prior

to making symbol decisions. The estimation/detection process is performed iteratively,

such that the nth iteration yields an interference estimate

In(1,m) =

Nt∑
i=2

Φ(1,i)(m)d̃
(i)
IC(n − 1)

which is used to form the symbol decisions as

d̃
(1)
IC(n) = Dec

(
Nr∑

m=1

(y(1,m) − In(1,m))

)
. (4.42)

The process is analogous for the other transmitters. The IC detector is initialized by

symbol decisions that can be obtained using one of the linear detectors discussed pre-

viously. Note that after resampling, there is no self-ICI since we only consider Doppler

shifts, and the only interference is due to the other transmitter. As will be illustrated

through numerical examples, iterative IC detection offers a significant performance im-

provement over linear detection while maintaining a relatively low complexity.
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4.5 Practical Considerations and Robustness of the Proposed Multiple Resampling

Receiver Architectures

So far, we have assumed the CSI is known perfectly at the receiver to perform data

detection. In practice, however, the CSI needs to be estimated and it is of interest

to investigate how the multiple-resampling (MR) schemes perform with the estimated

CSI. For this purpose, we adopt two sparse channel estimation schemes, namely a basis-

pursuit scheme [70] and an orthogonal matching pursuit (OMP) scheme [66], which are

particularly effective for underwater acoustic channels [51].

As pointed out in [71], a sparse estimator, be it BP-based or OMP-based, is

subject to a basis mismatch problem when the parameters of the discrete paths are

not in the dictionary. For instance, in our case, the path delay and/or Doppler rate

of a particular path may occur somewhere between two consecutive dictionary entries

instead of appearing very close to either one of them as is quite common for a real

channel in the physical world. Due to the basis mismatch problem, there will always be

an estimation error in the path delay and Doppler rate estimates, which is determined by

the dictionary resolution and cannot be fully resolved by increasing the signal-to-noise

ratio (SNR), that is, increasing the resolution may be helpful but cannot completely

eradicate this problem. Actually, arbitrarily increasing the dictionary size is prohibited

since the columns of a super-resolution dictionary may be highly correlated, rendering

the sparse channel estimation problem to be ill-conditioned. Also, unnecessarily high

resolution may make the complexity too high for implementation.

To overcome the basis mismatch problem, we propose to perform the channel

estimation using a two-step approach. The first step is to use a standard sparse channel

estimation technique (either BP or OMP) to obtain the initial estimates {ĥp, τ̂p, âp}P−1
p=0

of the channel parameters, where P is the number of the identified paths. The second

step is to refine the initial estimates by employing a least squares (LS) criterion that

aims at compensating for the estimation errors due to the basis mismatch. The resulting

estimators are called the advanced BP estimator and the advanced OMP estimator,
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respectively. In contrast, the estimators without the second step are called the basic

BP estimator and the basic OMP estimator, respectively. For simplicity of illustration,

dropping the transmitter-receiver pair indices, for each of the transmitter-receiver pairs,

a full-blown approach for refinement is to explicitly estimate the basis-mismatch-induced

errors, i.e. (Δĥp,Δτ̂p,Δâp) for each of the identified paths such that the cost function

C(Δĥp,Δτ̂p,Δâp) = |yFFT − ŷFFT(Δĥp,Δτ̂p,Δâp)|2 (4.43)

is minimized, where the vector yFFT contains frequency domain samples of the FFT

demodulator outputs, ŷFFT contains the predicted values of these samples, where

ŷFFT(Δĥp,Δτ̂p,Δâp) =

P−1∑
p=0

Ĥ
′

p(Δĥp,Δτ̂p,Δâp)d (4.44)

and

Ĥp(k, l)
′

= (ĥp + Δĥp)e
−j2πfl(τ̂p+Δτ̂p)e−jπβ

′

T sinc(πβ
′

T ) (4.45)

specifies the entries of the estimated channel matrix, and β
′

= (k− l)Δf − (âp +Δâp)fl.

To obtain (Δĥp,Δτ̂p,Δâp), we need to take the partial derivative of C(Δĥp,Δτ̂p,Δâp)

with respect to Δĥp, Δτ̂p, and Δâp individually and set these derivatives to zero. While

the full-blown approach is cumbersome, we point out that since Δâpfl is very small, a

simplified approach can be taken by approximating Equation (4.45) as

Ĥp(k, l) ≈ (ĥp + Δĥp)e
−j2πfl(τ̂p+Δτ̂p)e−jπ(β−Δâpfl)T sinc(πβT )

= (ĥp + Δĥp)e
−j2πfcεp︸ ︷︷ ︸

ĥ′

p

e−j2πf̃lεpe−jπβT sinc(πβT )

= h̃
′

pe
−j2πf̃lεpĤp(k, l) (4.46)

where fc is the center subcarrier frequency, f̃l = fl−fc, εp = Δτ̂p−ΔâpT/2, h̃p = ĥ
′

p/ĥp,

β = (k − l)Δf − âpfl and

Ĥp(k, l) = ĥpe
−j2πflτ̂pe−jπβT sinc(πβT ) (4.47)

is specified by the initial estimates {ĥp, τ̂p, âp}P−1
p=0 . By this approximation, the unknown

parameters in the LS problem reduces to {ĥ′

p, εp}P−1
p=0 . Since the partial derivative of the
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cost function (4.43) with respect to εp is nonlinear, we pursue the solution of εp using a

standard gradient descend algorithm (GDA) [72], with the gradient

∇ε
p = −2Re

{
N−1∑
k=0

e∗k
∂ŷp(k)

∂εp

}
(4.48)

where, defining ŷp(k) =
∑n−1

l=0 H̄(k, l)dle
−j2πf̃lεp with H̄(k, l) = h̃

′

pĤp(k, l),

ek = yk −
P−1∑
p=0

N−1∑
l=0

H̄p(k, l)dle
−j2πf̃lεp (4.49)

is the prediction error of the kth frequency domain sample yk and

∂ŷp(k)

∂εp
=

N−1∑
l=0

Ĥp(k, l)dle
−j2πf̃lεp(−j2πf̃l). (4.50)

At each iteration of the GDA, the previous value of εp(n − 1) is updated by

εp(n) = εp(n − 1) −∇ε
p · Δ (4.51)

where n is the iteration index and Δ is a tunable step size. Given the updated value of

εp(n), the LS solution of ĥ
′

p = [ĥ
′

0 ĥ
′

1 . . . ĥ
′

P−1]
T takes the standard form

ĥ
′

p =
(
UHU

)−1
UHy (4.52)

where U = [u0 u1 . . . uP−1] and

up = H̃p(n)d (4.53)

where H̃p(n) =
Ĥp(k,l)

ĥp
e−j2πεpf̃l is the normalized channel matrix evaluated at the nth

iteration. Since the initial estimates of the BP or OMP algorithm are refined using this

gradient descend algorithm, the requirement for dictionary resolution of the proposed

two-step approach can be greatly alleviated, resulting in a reduced computational cost

and improved robustness of the sparse channel estimators.

4.6 Numerical Results

To verify the effectiveness of the proposed multiple-resampling designs, we present nu-

merical results comparing their performance with those obtained by the conventional,
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Figure 4.5: Multipath delay profile (labeled with path-specific Doppler rates) of Channel
A (top plot) and Channel B (bottom plot).

single-resampling solutions. We start with simulated conditions, where the CSI is as-

sumed to be known perfectly. We then give results for the imperfect CSI case, for which

the channel estimates are obtained using compressive-sensing-based sparse channel es-

timators. Finally, we report results with the proposed detector using experimental data

recorded in shallow water (100m) in the recent MACE10 and KAM08 experiments.

4.6.1 Simulation Results with Known CSI

4.6.1.1 Results for the Single-User case

Simulation results are reported for the case of a 512-subcarrier OFDM signal transmitted

in the frequency band spanning 30 kHz to 34 kHz, i.e., with an intercarrier spacing of

about 7.8 Hz. We consider two channels, which will be referred to as Channel A and

Channel B, whose parameters are reported in Figure 4.5. For both channels the path

with the strongest power is characterized by a zero Doppler rate. Equivalently, we can

interpret the Doppler rates reported in the tables as the residual values after a single-

resampling stage matched to the Doppler rate of the strongest path. Hence, no further

resampling is needed for the single-resampling demodulator.

We first compare the magnitude of the ICI coefficients in the equivalent discrete

channel model at the output of the demodulator for the case of single-resampling de-
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modulation and for the case of multiple-resampling demodulation. Results are shown

in Figure 4.6 for Channel A and in Figure 4.7 for Channel B; both cases referring to

the noise-whitened channel model [73]. Note that the entries on the main diagonal

can be interpreted as the subcarrier gains, while the other entries are the ICI terms

(see (4.15)). In both figures, it is clear that the ICI power is much stronger for the

single-resampling demodulation compared to the case of multiple-resampling demodu-

lation. Namely, for Channel A the ICI power normalized with respect to the power

of the terms on the main diagonal is +0.5 dB for the single-resampling demodulation

and −7.9 dB for the multiple-resampling demodulation, which corresponds to an ICI-

suppression gain of 8.4 dB provided by the proposed scheme. For Channel B, which is

characterized by greater Doppler rate differences, the ICI-suppression gain is even more

remarkable, i.e., about 15.2 dB.

We next compare the BER performance of the two systems for uncoded BPSK

transmissions. The BERs characterizing various receivers are shown in Figure 4.8 as

a function of the SNR, which is now defined as the ratio of the average power of v(t)

over the time interval [0, T ] to the average power of the in-band noise. For both demod-

ulation schemes, two different detectors working on the noise-whitened channel model

are compared: a symbol-by-symbol detector that neglects all the ICI terms and a more

advanced detector that mitigates the ICI through a minimum mean squared error equal-

ization [10,42]. Maximum-likelihood detection is not considered since its complexity is

proportional to the number of non-zero ICI terms, which makes it impractical to im-

plement for the set of parameters adopted here.3 The results demonstrate that the

proposed demodulation scheme can provide impressive performance gains with respect

to the single-resampling demodulation benchmark. Particularly, we notice that for the

ICI-neglecting receivers, the BER performance difference is consistent with the ICI-

suppression properties discussed in the comments of Figure 4.6 and Figure 4.7. For

the ICI-aware receivers, we observe that the BER performance improvement is also no-

ticeable. Notably, on Channel B, a simple symbol-by-symbol receiver combined with

3It is possible to implement Viterbi algorithm where the Doppler rate difference is smaller and the
overall bandwidth is small. Examples of this implementation are omitted from this chapter.
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Figure 4.6: Magnitude of the ICI coefficients (see Equations (4.15) and (4.16)) obtained
for Channel A after single-resampling demodulation (top plot) and multiple-resampling
demodulation (bottom plot).
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Figure 4.7: Magnitude of the ICI coefficients (see Equations (4.15) and (4.16)) obtained
for Channel B after single-resampling demodulation (top plot) and multiple-resampling
demodulation (bottom plot).
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Figure 4.9: Multipath profile of the test channel.

the proposed demodulator outperforms the much more complex linear MMSE solution

combined with the standard demodulator.

4.6.1.2 Results for the Multiuser Case

To verify the performance of the proposed multiuser receiver, a similar simulation study

is conducted for the case of two transmitters sending messages to a centralized receiver.

Figure 4.9 shows the multipath profile of the test channel. The Doppler scaling factors of

the two transmitters are set to −1.0×10−3, which corresponds to a relative speed of 1.5

m/s as the transmitter moves away from the receiver, and 1.2×10−3, which corresponds

to a relative speed of 1.8 m/s as the transmitter moves towards the receiver. Over this

channel, two independent 1024-carrier OFDM signals with the same bandwidth are

transmitted, occupying the frequency band 12 kHz to 20 kHz. The intercarrier spacing

is 7.8 Hz, which corresponds to an OFDM block duration of 128 ms. A cyclic prefix of

length 30 ms is used, resulting in a complete OFDM block of length 158 ms, which is

shaped using a rectangular pulse.

Figure 4.10 shows the results of linear detection, focusing on the performance

comparison between the multiple-resampling and the single-resampling front-end solu-

71



6 8 10 12 14 16 18 20

10
−4

10
−3

10
−2

10
−1

SNR (dB)

B
E

R

 

 

MR Receiver with Optimal MMSE Detector
No Resampling Regularized MMSE Detector
SR Receiver with Regularized MMSE Detector (1st transmitter)
SR Receiver with Regularized MMSE Detector (2nd transmitter)
MR Receiver with Regularized MMSE Detector

Figure 4.10: Performance of linear detection with multiple-resampling (MR) and single-
resampling (SR) front-ends.

tions. Single-resampling includes resampling according to the Doppler scaling factor

of the first transmitter and that of the second transmitter. Also included is the case

with no resampling. Note that with the transmitters’ Doppler scaling factors close in

magnitude and opposite in sign, the receiver with no resampling can be interpreted as a

special case of the single-resampling receiver [30], whose resampling rate is roughly the

average of the two. The results of Figure 4.10 are obtained using the regularized linear

MMSE detector with ε = 0.005 (the average of the non-zero eigenvalues of HHH is

0.086). Included also are the results for the optimal, SVD-based linear MMSE detector.

The regularized MMSE detector with multiple resampling performs very close to the

optimal MMSE-based solution. More importantly, it offers a substantial performance

gain over the single-resampling detectors.

Figure 4.11 shows the performance of various detectors proposed for the multiple-

resampling receiver. Included are the regularized MMSE detector, the genie-aided IC

detector, in which the interference estimate is obtained using known symbols from the

interfering transmitter, and the decision-driven IC detector. The latter is initialized

with regularized linear MMSE-algorithm-based decisions, and employs 3 or 9 itera-
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Figure 4.11: Performance of multiple resampling with linear and nonlinear detection
schemes.

tions. Clearly, the IC detector provides performance that is closer to the genie-aided

IC bound, outperforming the regularized MMSE detector by 3 dB or more. The IC de-

tector takes only three iterations to converge, thus offering a good compromise between

performance and complexity. The complexity of ML detection, even in an approximate

form, is prohibitive for this test channel (at least 4096 states are required in the Viterbi

algorithm), hence it is not employed.

4.6.2 Results on the Robustness of the Proposed Schemes

We have so far demonstrated the BER improvement with the proposed MR solutions

when the CSI is available perfectly at the receiver. We now present numerical exam-

ples with estimated receiver CSI. Specifically, we focus on the above two-user coopera-

tive MIMO case, where independent data streams are transmitted from nodes subject

to user-specific Doppler rates. The multi-path structure and Doppler rate for each

transmitter-receiver pair are the same as those in Section 4.6.1.2. Different from the

previous section, these channel parameters are not known to the receiver. Instead, they

are estimated with the sparse channel estimation algorithms described in Section 4.5.
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Figure 4.12: Path location estimates of the sparse channel estimators.

Here, for simplicity of demonstration, we assume that the channel parameters do not

change for multiple consecutive OFDM blocks so that we can devote the first OFDM

block for channel estimation and use the obtained channel estimates for the decoding

of all of the following blocks. In reality, more practical schemes will be needed as will

be discussed in Section 4.6.3 when we deal with results using real experimental data.

With the known transmitted symbols of the first OFDM block, we build a

dictionary with a resolution of 62.5μs in the tap delay and 1 × 10−4 in the Doppler

rate. The dictionary covers a delay spread of 20 ms and a Doppler rate variation of

±5× 10−4 around the nominal values of each user, which is the typical range of (path-

specific) Doppler rate variations in the MACE2010 and KAM08 experiments. Note that

in order to mimic conditions of a real channel, the tap delay and/or the Doppler rate

of each path of the simulated channels are shifted by a small random amount such that

their actual values are not in the dictionary. Since the parameters of a real channel may

be anywhere between two closest dictionary entries, we specify the injected random

perturbations to be uniformly distributed, with a zero mean and a range of half of the

dictionary resolution for both the tap delay and the Doppler rate.
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With random perturbations being injected only to path delays (while Doppler

rates are not perturbed, i.e., Doppler rates of the simulated channels are in the dic-

tionary), Figure 4.12 shows the actual path locations of the transmitter-receiver pair

(1,1) overlapped with the estimated path locations obtained by the basis pursuit and

the orthogonal matching pursuit algorithms, respectively. As expected, due to the basis

mismatch problem stated in Section 4.5, the number of the estimated paths is greater

than the actual number for both algorithms. This is because the sparse channel esti-

mators tend to not only identify the dictionary entry closest to an actual path location

as a significant path but also include several nearby dictionary entries (around the ac-

tual one) in their path estimates. We observe that the BP-based estimator is subject

to more false path locations than the OMP-based estimator. Thus, it is not surprising

that as shown in Figures 4.13 (with random perturbation being injected only to Doppler

rates) and Figure 4.14 (with only path delays being perturbed) the MR receiver using

the OMP-based estimator offers a better BER performance than that using the BP-

based estimator for both basic and advanced channel estimation configurations (see

Section 4.5 for more details). In Figure 4.14, it is also evident that the performance of

the MR receiver with the advanced OMP-based estimator is uniformly better than that

with the basic OMP-based estimator. The BER performance of this advanced estima-

tor is actually very close to that of the known CSI case, attesting to this approach’s

superior ability to compensate for the phase distortions due to the model mismatch. We

do not observe such an improvement of using the advanced estimator for the BP-based

estimators, which is due to the inferior quality of the initial channel estimates obtained

by the basic BP estimator.

With the advanced OMP-based estimator, we now show comparisons of BER

performance for the MR and the SR receivers under different model mismatch condi-

tions. Particularly, in Figure 4.15, the model mismatch happens in the Doppler rate

domain, i.e., the actual Doppler rates are not in the dictionary – recall that they are

generated by shifting from the closest dictionary entry by a uniformly distributed ran-

dom amount. For this condition, we observe a two-fold BER reduction at 21dB SNR

when the MR receiver is adopted. Similar results with BER reduction up to six-fold are
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Figure 4.13: BER performance comparison between OMP and BP-based estimators
with randomly perturbed Doppler rate.

6 8 10 12 14 16 18 20

10
−4

10
−3

10
−2

10
−1

SNR (dB)

B
E

R

 

 

Simp. MR Receiver with Regularized MMSE Detector (Known CSI)
Simp. MR Receiver with Regularized MMSE Detector (OMP−Adv)
Simp. MR Receiver with Regularized MMSE Detector (OMP−Bas)
Simp. MR Receiver with Regularized MMSE Detector (BP−Adv)
Simp. MR Receiver with Regularized MMSE Detector (BP−Bas)

Figure 4.14: BER performance comparison between OMP and BP-based estimators
when the path delay is not in the dictionary.
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Figure 4.15: BER performance comparison between MR and SR receivers when the
Doppler rate is not in the dictionary.
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Figure 4.16: BER performance comparison between MR and SR receivers when path
delay is not in the dictionary.
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Figure 4.17: BER performance comparison between MR and SR receivers when the
Doppler rate and path delay are not in the dictionary.

observed when the model mismatch happens in the tap delay domain (Figure 4.16) and

in both domains (Figure 4.17). Particularly, with model mismatch in the tap delays,

the error rate reduction is about six-fold at 21dB SNR, while that for the case of mis-

matched Doppler rates and tap delays (both of them are perturbed with realizations of

uniformly distributed random variables with a range of half of the dictionary resolution)

is about three-fold at the same SNR level. The amount of BER reduction depends on

the resulting channel realizations in different model mismatch conditions.

4.6.3 Experimental Results

To verify the effectiveness of the proposed MR receiver designs with experimental

data, we use data recorded in two recent shallow water (100 m water depth) acous-

tic communications experiments, namely the 2010 MIMO acoustic communications ex-

periment (MACE10) [67], and the Kauai Acomms MURI 2008 (KAM08) experiment

conducted in June 2008 – off the western coast of Kauai, Hawaii [2].
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4.6.3.1 Results Obtained with the MACE10 Data

During the MACE10 experiment, one mobile source (towed at a nominal speed of about

1 m/s) and four fixed receivers are used. The source is equipped with four ITC 1007

spherical transducers, submerged at a depth of about 30 − 60 m. The transducer

spacings are 48 cm between the first and the second one, 42 cm between the second

and the third one, and 48 cm between the last two. Two moored receivers are used,

one with 24 elements and the other with 12. The inter-element spacings are 5 cm for

the former and 12 cm for the latter. The sampling rate is 39, 026.5 Hz for both. The

other two receivers, both with four receiving elements, are suspended from small surface

buoys. The inter-element spacing and sampling rate are 20 cm and 50 kHz, respectively,

for both. We particularly focus on data recorded at the two suspended receivers when

the source was about 1.3 km and 4.3 km from the two receivers, respectively, due to

relatively high receiver SNRs. The corresponding transmitted signals are 15 blocks of

512-subcarrier CP-OFDM signals employing QPSK modulation. The sampling rate

before digital-to-analog conversion (ADC) is Fs = 107/256 = 39.0625 kHz, and the

bandwidth is B = Fs/8 ≈ 5 kHz, resulting in a subcarrier spacing of about 10 Hz. The

lowest frequency subcarrier is located at f0 = 10.580 kHz. A guard interval of 16 ms is

inserted between consecutive blocks to prevent inter-block interference (IBI).

Note that the existing experimental setup supports transmission from a single

source to multiple receivers. To mimic the conditions for multiuser transmissions, where

independent streams are emitted from multiple spatially separated nodes, as shown in

Figure 4.18 we use received signals that correspond to two consecutive blocks recorded at

the two receivers and sum them up to form a superimposed signal – effectively each block

of the superimposed signal corresponds to 2048 transmitted bits. The superimposed

signal thus contains arrivals for two independent transmitted streams with independent

multipath structures and different nominal Doppler rates. The latter is due to different

relative speeds and directions between the transmitter and the receiver. We note that

the difference between the nominal Doppler rates is in the order of 5 × 10−4, which is
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Figure 4.18: Emulation of data received from two transmitters with different Doppler
rates using real measured data.

a result of a low nominal speed (1 m/s) of the moving source. To mimic scenarios with

larger nominal Doppler rate differences, we resample the received signal from different

receivers at different rates before summing them up. Effectively, we introduce additional

Doppler scaling to the received signal and as a result, we are able to control the nominal

Doppler rate difference in the received signal. As examples, we generate superimposed

signals with 4.4 × 10−3 and 8.8 × 10−3 Doppler rate differences – the Doppler rates for

the two users are the same in magnitude but opposite in sign. The equivalent speed

differences are 6.6 m/s and 13.2 m/s respectively.

We implement the SR and MR receiver designs with the OMP-based channel

estimator as in Section 4.6.2. Since the average nominal Doppler rates of the two users

is zero, the optimal SR receiver performs no resampling. For the MR receiver, a full-

blown implementation requires multiple resampling branches for each user as stated

in Appendix A. However, we observe that the path-specific Doppler rate difference is

in the order of 2 × 10−4 for each user. Therefore, we adopt a simplified MR receiver

implementation with a single resampling branch for each user. The resampling rate is

set according to the nominal Doppler rate of that user. The receivers are implemented in

a decision-directed fashion. That is, we start the data detection from channel estimates

obtained with only pilots signals – the pilot assignment is the similar to that in [51]. The

receivers then use the channel estimates to perform the regularized MMSE detection

(Section 4.3.2.2), whose tentative decisions are then used for the IC detection described

in Section 4.4.2.3. The detected symbols are then used together with the pilot signals

for the next round of iterative channel estimation and detection.
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In Figure 4.19, we show the BER performance comparison between SR and MR

receivers with a Doppler rate difference of 4.4×10−3 where the BER results refer to those

obtained at the fifth iteration in a 2 × 4 system configuration, whereas in Figure 4.20

the BER results are obtained at the third iteration with a Doppler rate difference of

8.8 × 10−3. On average, the MR receiver offers a two-fold BER reduction over the SR

receiver for both Doppler rate differences. We point out that using detected symbols

for channel estimation in the decision-directed mode may subject the overall system

performance to degradation due to possible error propagation. A solution may be to

involve explicit channel coding in the loop, where decoded symbols are fed back for

the channel estimation. As a preliminary study, we envision a coded system codewords

spanning multiple OFDM frames. Even with a relatively high rate low density parity

check (LDPC) code (e.g. >0.67), we can bring the uncoded BER of the order of 10%

(obtained using channel estimates based solely on pilot symbols) down to the order of 1%

[22], with random decoded error locations. In Figures 4.21 and 4.22, we show the BER

comparisons of MR and SR receivers assuming coded symbols (with 1% coded BER)

used for channel estimation. We observe a two-fold and a three-fold BER reduction

for Doppler rate differences of 4.4 × 10−3 and 8.8 × 10−3, respectively, which implies

that an additional performance advantage of the MR receiver is possible when channel

coding is involved. In this case, the BER reduction by the MR receiver design tends to

be more enhanced as the Doppler rate difference increases.

4.6.3.2 Results Obtained with the KAM08 Data

Let us now consider communication data collected in the KAM08 experiment. Simi-

lar to Section 4.6.3.1, we focus on the results for a 512-carrier OFDM system, where

a BPSK modulation is used. The signal has a frequency band spanning 12 kHz to

20 kHz and a cyclic prefix of 20 ms, which implies a word duration of 276 ms. The

experimental data is collected in the presence of motion between the transmitter and

the receiver. Namely, the transmitter is submerged at a depth spanning 20 m to 50 m,

depending on the specific experiment, and is towed at a nominal speed of 3 knots (i.e.,

about 1.54 m/s), while the receiver is a 16-element vertical array. The sampling rate

81



2 4 6 8 10 12 14
0

0.5

1

1.5

Frame index

E
rr

or
 r

at
e 

(%
)

 

 

ber (MR) = 0.35%
ber (SR) = 0.65%

Figure 4.19: BER performance comparison between MR and SR receivers with decision-
directed mode (Δa = 4.4 × 10−3).
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Figure 4.20: BER performance comparison between MR and SR receivers with decision-
directed mode (Δa = 8.8 × 10−3).
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Figure 4.21: BER performance comparison between MR and SR receivers with channel
coding (Δa = 4.4 × 10−3).
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Figure 4.22: BER performance comparison between MR and SR receivers with channel
coding (Δa = 8.8 × 10−3).
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Figure 4.23: BER performance comparison between MR and SR receivers with channel
coding (Δa = 4.4 × 10−3).

at the receiver is 50 kHz. The inter-element spacing is 3.75 m, with the top element

deployed at a nominal depth of 42.25 m. Particularly, we consider the case when the

transmitter/receiver separation is approximately 2 km, and the towing ship is moving

towards the fixed receiver, with the transmitting transducer being about 25 m below

the sea surface.

Adopting the same approach as described in Section 4.6.3.1, we pre-distort the

received signals to form composite signals that have controlled Doppler rate differences.

We notice that compared to the MACE10 experiment, the received signals are subject

to a lower SNR and therefore an inferior channel estimation quality. To make up the

performance loss, we use 2 × 6 systems instead of the 2 × 4 systems in Section 4.6.3.1.

Adopting coded symbols of 1% coded BER for channel estimation, we see a similar

tendency of the MR receivers to perform better than the SR receivers As shown in Fig-

ure 4.23. However, due to the inaccurate channel estimates, the performance advantage

of the MR receivers is not as pronounced as the case of the results of MACE experiment.
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4.7 Chapter Summary

In this chapter, we have investigated novel receiver front-end designs for UWA chan-

nels with path/user specific Doppler distortions. In particular, we focused on OFDM

transmissions in the context of single-user SISO and multiuser MIMO scenarios. In the

latter case, a centralized receiver was considered (with collocated receiver elements) com-

municating with multiple distributed users, which transmit independent data streams

simultaneously in the same frequency band. We pointed out the inadequacy of stan-

dard single-resampling designs and proposed a set of new designs based on multiple-

resampling front ends. For single-user systems, a resampling branch is needed for each

cluster of arrivals that share a common Doppler rate, whereas for multiuser MIMO

systems each branch corresponds to the Doppler rate of a particular user, provided that

path-specific Doppler for each user can be neglected. Via extensive simulations and (em-

ulated) experimental data studies, we have demonstrated that the multiple resampling

designs offer significant performance gains in terms of BER and ICI power reduction

compared to the single-resampling designs.
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Chapter 5

MULTIPLE RESAMPLING RECEIVERS FOR ORTHOGONAL FREQUENCY

DIVISION MULTIPLE ACCESS SYSTEMS

In Chapter 4, we have investigated OFDM receiver designs for UWA channels with path

and/or user-specific Doppler distortions. A family of OFDM receivers have been in-

vented, where multiple-resampling branches are involved, each tasked with the Doppler

distortion of a particular group of signal arrivals, which share a common Doppler rate.

The effectiveness of this novel design have been verified in both single-user and coop-

erative multiuser settings, with simulations as well as emulations based on real data

recorded in the KAM08 and the recent MACE 2010 experiments.

In this chapter, we investigate the possibility of using orthogonal frequency di-

vision multiple access (OFDMA) for design of efficient underwater acoustic networks,

where a large number of communication nodes may be present. Similar to the case of

UWA OFDM systems, a major challenge for the OFDMA-based UWA communication

systems is the Doppler-induced frequency scaling, which may cause severe intercarrier

interference (ICI), and depending on the particular user subcarrier assignment, can in-

troduce a destructive level of interuser interference (IUI). As described in Chapters 3

and 4, the commonly-adopted Doppler mitigation technique of OFDM based transmis-

sions uses a single-resampling stage, which, while effective in peer-to-peer communica-

tion scenarios, might be suboptimal and may fail in a large multiuser system, where

users can experience significantly different Doppler scaling effects.

We develop a unique OFDMA receiver front end, which enables compensation

of each user-specific Doppler by means of multiple resampling branches. With this

new design, we investigate two subcarrier allocation schemes, namely the contiguous

carrier assignment, and the interleaved carrier assignment schemes. We demonstrate

the effectiveness of multiple-resampling designs and study the differences between the

two assignment schemes both via simulations as well as emulations obtained by real

data recorded in the recent MACE 10 Experiment.
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The chapter is organized as follows: Section 5.1 provides the background mate-

rial for UWA multiuser systems and summarizes the proposed UWA-OFDMA system

design. In Section 5.2, we describe the UWA-OFDMA system model. In Section 5.3,

we present the proposed receiver front-end design. In Sections 5.4 and 5.5, we consider

practical detection and decoding schemes which exploit the benefits of the front-end

structure proposed, and the required channel estimation algorithm, respectively. In

Section 5.6, we present numerical results comparing different receivers and subcarrier

assignment schemes. Finally, we conclude the chapter in Section 5.7.

5.1 Introduction

Research in underwater acoustic sensor networks, where a number of underwater sensors

and vehicles are coordinated to perform collaborative tasks, has seen significant growth

in recent years [15]. The most common applications include undersea explorations, en-

vironmental monitoring, disaster prevention, and distributed tactical surveillance [15].

Facing significant challenges posed by the underwater acoustic (UWA) channels, such

as large latencies, long multipath delay spreads, fast channel variations, and very lim-

ited bandwidths [1], these networks need carefully designed multiple access schemes. For

UWA networks, while time division multiple access (TDMA) [18] and code division mul-

tiple access (CDMA) [19] have been investigated, there are no results on orthogonal fre-

quency division multiple access (OFDMA), which is the topic of this chapter. OFDMA

divides the useful frequency band into a set of orthogonal subcarriers, which are shared

among different users to allow for multiple access. The major advantages of OFDMA

systems include robustness to large multipath delay spreads, high spectral efficiencies,

and the ability to exploit the multiuser and/or multipath diversity [34]. However, in-

tercarrier inference (ICI) and interuser inference (IUI) – arising from motion-induced

Doppler shift – pose significant challenges. While various Doppler shift compensation

schemes are available for UWA OFDM systems [5, 66], there is no practical scheme

tailored for UWA OFDMA systems. Most existing Doppler mitigation techniques are

1This work is funded by the Office of Naval Research (ONR) multidisciplinary university research
initiative (MURI) grants N00014-07-1-0739/0738, and ONR grants N00014-10-1-0576 and N00014-09-
1-0700.
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designed for narrow-band radio terrestrial links [33], and hence may not be suitable for

wide-band UWA links [1]. The commonly-adopted approach for Doppler mitigation of

UWA OFDM systems employs a single resampling stage to compensate for the com-

mon Doppler scaling factor [66]. However, this design does not account for user-specific

Doppler distortions, which arise as a result of spatially separated users moving at speeds

and in directions that are significantly different from each other.

To solve this problem, we extend our results of the OFDM receiver designs in-

vented in Chapter 4, and propose a multiple resampling (MR) OFDMA receiver front

end, where each resampling branch is tasked with addressing the Doppler scaling effect

of a particular user [74]. Different from the OFDM receiver developed in the cooper-

ative multiuser settings, where frequency domain samples on subcarriers of the entire

frequency band are generated for each user, this OFDMA-specific multiple-resampling

front end extracts only the frequency domain samples corresponding to the subset of

subcarriers allocated to each user. The new front-end design keeps the sufficient statis-

tics for post data detection and decoding. Coupled with this, we introduce an inter-

ference cancelation (IC) based detection algorithm, initialized by a multiuser minimum

mean square error (MMSE) detector. Furthermore, channel coding is incorporated into

the system via the use of low density parity check (LDPC) codes in order to exploit

the multipath diversity provided by the channel. To investigate the impact of different

subcarrier assignments on the multipath diversity, we experiment with two schemes:

the first one is a contiguous assignment scheme (hereafter referred to as Scheme 1),

which allocates a contiguous block of subcarriers to one user; while the second one is an

interleaved subcarrier assignment (hereafter referred to as Scheme 2), which allocates

subcarriers periodically to each user. To enable the overall receiver design, we develop

a specialized OFDMA channel estimator which does not depend on any particular pilot

and/or subcarrier assignment scheme. To verify the effectiveness of our receiver design,

we use simulations and emulations using data recorded in the MACE 2010 Experiment.
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5.2 System Model

We consider a coded OFDMA system with Nu spatially separated users and a centralized

receiver with Nr-receive elements. In total, there are N subcarriers shared by all the

users, where each user is allocated a non-overlapping subset of size K to transmit

its data and/or pilot symbols. The symbols are obtained by mapping a sequence of

channel-coded and interleaved bits to a suitable complex-valued constellation, such as

phase-shift keying (PSK) or quadrature amplitude modulation (QAM). Specifically, we

adopt LDPC coding, which spreads each codeword across M OFDMA blocks [75].

The transmitted signal for each user is given by

su(t) = Re

⎧⎨⎩∑
k∈Su

dke
j2πfkt

⎫⎬⎭ , t ∈ {−Tg, T} (5.1)

where Su is the set containing subcarrier indices belonging to the u-th user, dk is the

symbol transmitted on the k-th subcarrier, fk = f0 + k/T is the frequency of the k-th

subcarrier (f0 is the center carrier frequency), 1/T is the spacing between consecutive

subcarriers, and Tg is the duration of the cyclic prefix [65]. Su depends on the particular

subcarrier assignment scheme. Assuming no transmitter side channel state information

(CSI), for Scheme 1, Su includes a block of adjacent subcarriers that occupy one of

the Nu contiguous frequency subbands. For Scheme 2, however, Su is comprised of

subcarriers that are separated from each other by Nu subcarriers and are spread across

the entire band.

The signal arriving at the m-th receiver, after down-shifting by f0, is given by

vm(t) =
Nu∑
u=1

∑
k∈Su

dkP
m
k (t) + wm(t) (5.2)

where wm(t) is the additive white Gaussian noise (AWGN) with power spectral density

(PSD) N0, and

Pm
k (t) =

Nu,m
p −1∑
p=0

αm,p
k ej2πauf0tej2π(t+aut)k/T R (t + aut − τm,p

u ) ,∀k ∈ Su (5.3)

where Nu,m
p is the number of paths for the (u,m)-th transmitter-receiver pair, R(t) is a

rectangular pulse spanning the interval t ∈ [−Tg, T ], αm,p
k = hm,p

u e−j2πfkτm,p
u , ∀k ∈ Su,
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and au, hm,p
u , and τm,p

u are each individual path’s Doppler scaling factor, path gain, and

path delay, respectively. Note that the term Pm
k (t) implicitly depends on the user index

as well (through the subcarrier index k).

5.3 OFDMA Receiver Front End

Following a similar procedure employed in the case of OFDM systems described in

Chapter 4, we aim to identify a set of frequency domain samples for the joint maximum

likelihood (ML) detection of the Nu users in a OFDMA system. The result of this effort

is a set of matched-filter outputs obtained through correlating vm(t) with pulses Pm
k (t),

i.e.,

ym
k =

∫ ∞

−∞

vm(t)Pm
k (t)∗dt, k = 0, 1, . . . , N − 1. (5.4)

Focusing on the subset {ym
k }k∈Su

, it can be shown that these samples can be obtained

by an FFT operation [65])

ym
k ≈ αm

k
∗

∫ T

0
vu,m

(
t

1 + au

)
e−j2πkt/T dt, ∀k ∈ Su (5.5)

where αm
k =

∑Nu,m
p −1

p=0
αm,p

k

1+au
, ∀k ∈ Su and vu,m(t) = vm(t)e−j2πauf0t is the frequency

shifted version of vm(t). Note that Equation (5.5) is very similar to Equation (4.30) in

Chapter 4 for the case of multiuser MIMO OFDM systems. The major difference here is

that for the OFDMA system, each user is allocated a subset of the entire frequency band,

and thus the frequency domain samples (5.5) include only a subset of the subcarriers

corresponding the user’s resource allocation.

Figure 5.1 illustrates the proposed receiver front end (assuming Scheme 1 is

used). There are Nu resampling branches, each branch compensating for the corre-

sponding user’s Doppler shift in two steps: the first step involves compensation of the

common Doppler frequency shift auf0, and the second step deals with the residual shifts

by resampling according to the user’s Doppler scaling factor au. Note that after the

FFT demodulation, each branch extracts only the K samples corresponding to each

user’s subcarrier assignment.
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Figure 5.1: The OFDMA MR front end for the mth receiving element.

5.4 Data Detection and Channel Decoding

While ML detection is optimal in terms of error probability, its computational cost may

be too high. To strike a balance between performance and complexity, we devise an

interference-cancelation (IC)-based detection and decoding scheme that takes advantage

of the proposed front-end design for both the uncoded case and the coded case.

5.4.1 Interference Cancelation Based Data Detection

We define y =
[
yT

1 , . . . ,yT
Nr

]T
, where ym =

[
ym
0 , ym

1 , . . . , ym
N−1

]T
is the vector containing

all users’ FFT outputs at the m-th receiving element. We can write

y = ΦAd + w (5.6)

where ΦA =
[
ΦT

1 , . . . ,ΦT
Nr

]T
is the overall system’s channel matrix, d = [d0, . . . , dN−1]

T

contains the transmitted symbols from all the users, and w =
[
wT

1 , . . . ,wT
Nr

]T
is the

noise vector. Φm and wm are, respectively, the channel matrix and noise vector of the

m-th receiving element. To simplify the notation, from now on we drop the element
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index m, and write the expression of the channel matrix of the m-th element as

Φ =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ0,0 Φ0,1 . . . Φ0,N−1

Φ1,0 Φ1,1 . . . Φ1,N−1

...
...

. . .
...

ΦN−1,0 ΦN−1,1 . . . ΦN−1,N−1

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(5.7)

where

Φk,l =

∫ T

0
Pk(t)P

∗
l (t)dt. (5.8)

Note that ∀k 
= l, Φk,l could represent the inter-carrier interference among the sub-

carriers of a user (if both carriers k and l are assigned to one user), or the cross-user

interference (if k and l are assigned to two different users). Similar to the derivation

in [65], it can be shown that the noise covariance matrix Ω = E[wwH ] has elements

Ωk,l = N0T · Φk,l. We can obtain a set of tentative decisions on d by a standard linear

MMSE detector, i.e.,

d̃JMMSE = Dec
(
ΦA

H
(
ΦAΦH

A + Ω
)−1

y
)

. (5.9)

Taking d̃JMMSE as what is transmitted, we cancel the cross-user components in

each resampling branch, i.e.,

z(u) ≈ Φu,udu + wu (5.10)

where the vectors z(u) and wu are, respectively, the ‘interference-free’ output and noise

component of the u-th branch, and Φu,u is the sub-matrix of ΦA corresponding to the

intended user. Note that when channel coding is incorporated, the tentative decisions

used in the interference cancellation step would be generated at the output of the corre-

sponding channel decoder. For this case, one would expect that the residual interference

will be much less since some errors will be corrected by the channel decoder.

We can then proceed with a second MMSE detection, i.e.,

d̃
u
MMSE = Dec

(
Φu,u

H
(
Φu,uΦ

H
u,u + Ωu,u

)−1
z(u)

)
(5.11)
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where d̃
u
MMSE contains the MMSE-based decisions for the u-th user and Ωu,u is the noise

covariance matrix of the noise subset wu. We point out that with the proposed inter-

ference cancelation algorithm, once the tentative decisions are available, the subsequent

interference cancelation and MMSE detection steps can be run separately for different

users in parallel. The sizes of the matrices involved in each user’s MMSE detection

are Nr × K. It is also worth mentioning that the proposed design is not dependent on

any particular subcarrier assignment scheme – the matrices and vectors involved in the

computation automatically adapt when a new subcarrier assignment is employed. Note

that compared to other multiple-access systems, systems based on the OFDMA could

allow for more users to transmit simultaneously. This is because users are assigned dif-

ferent non-overlapping carrier subsets Su, and hence suffer less from the IUI problem,

provided that multiple resampling front end is used.

5.4.2 Exploiting Diversity via Channel Coding

To exploit the multipath diversity provided by the channel, we consider an LDPC coded

system. As stated earlier, at the transmitter, the information bits are interleaved and

encoded using an LDPC channel encoder. The coded bits are mapped to a sequence of

complex-valued modulation symbols for transmission. At the receiver, soft information

of the detected symbols is transferred to the LDPC decoder implemented using the

standard sum-product algorithm [75]. The input and output of the decoder are the

log-likelihood ratios (LLR) of the coded bits. Considering binary phase shift keying

(BPSK) transmissions, the input LLRs are given by

LLRin
k = log

P (d̂k|dk = ‘0’)

P (d̂k|dk = ‘1’)
(5.12)

where LLRin
k is the log-likelihood ratio of the k-th bit, d̂k is the estimate of the trans-

mitted symbol corresponding to this bit, and P (d̂k|dk = ‘0’) and P (d̂k|dk = ‘1’) are,

respectively, the conditional probabilities of d̂k given that logical ‘0’ or ‘1’ is transmitted.

In our case, d̂k is the k-th detected symbol obtained at the detector output.

Since most of the inter-user interference and inter-carrier interference has been

taken care of in the detection stage, we neglect the residual interference and write each
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of the detected symbols as

d̂k = Gkdk + nk (5.13)

where Gk is the effective channel gain for the k-th subcarrier, and nk is the additive noise

excluding the residual interference. We point out that nk is obtained by multiplying

the jointly Gaussian noise vector wu by the corresponding user’s MMSE weight vector,

and is therefore Gaussian. This enables us to compute the input LLRs as

LLRin
k = −2d̂k/σ

2 (5.14)

where σ =

√
var(nk)

Gk
is the normalized standard deviation of nk and var (nk) is its vari-

ance. Defining Wu as the MMSE weight matrix – containing all the equalization coeffi-

cients – of the u-th user, we compute the equivalent channel and noise covariance matri-

ces at this user’s MMSE detector output as Φ̃u,u = WuΦu,u and Ω̃u,u = WuΩu,uW
H
u ,

where (·)H denotes conjugate transpose. Then, for any k ∈ Su, Gk and var (nk) can be

obtained as the Ik
u -th diagonal element of Ω̃u,u and Φ̃u,u, respectively, where Ik

u is the

u-th user’s symbol index corresponding to subcarrier k.

5.5 Channel Estimation

To estimate the path gain, path delay and Doppler scaling factor of each arrival, we

adopt the orthogonal matching pursuit algorithm [66] (developed for single-user OFDM

systems) to OFDMA systems. Following a similar procedure as described in Chapter 4,

using pilots and decoded data symbols, a channel estimation data matrix (usually called

‘dictionary’) is first constructed: the columns are the projected channel outputs of

all the subcarriers for each pair of the predefined path delays and Doppler scaling

factors. Note that for an OFDMA system, since we have Nu users (each assigned a

non-overlapping subset of all subcarriers), there are Nu sub-matrices in the complete

dictionary. Each of these sub-matrices corresponds to a particular user. Otherwise,

the dictionary construction is identical to what has been described in [66] in the case

of OFDM systems. With the OFDMA dictionary, we proceed to use the standard

orthogonal matching pursuit (OMP) algorithm to obtain an estimate of the (sparse)
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channel [66]. Note that the proposed OFDMA channel estimator is not dependent on

any particular pilot and subcarrier assignment scheme.

5.6 Numerical Results

In this section, we present simulation results as well as emulations with experimental

data to verify the effectiveness of the front-end designs as well as to compare the two

subcarrier assignment schemes (Scheme 1 and 2 as described previously).

5.6.1 Simulation Results
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Figure 5.2: Pair-wise multipath structure of the test channel.

We consider an OFDMA system formed by two spatially separated users (each

with one transmitting element) and one centralized receiver (with two receiving ele-

ments) utilizing the frequency band 12-16 kHz. The total number of subcarriers is 256

(each user is assigned 128 of them). We adopt a set of deterministic channels for differ-

ent transmitter-receiver pairs and model the users’ motions by suitable Doppler scaling

effects. All four channels (from the transmitters to the two receiver elements) contain

three non-zero paths as illustrated in Figure 5.2. The Doppler scaling factor for the
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(a) Scheme 1.
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Figure 5.3: BER comparison between the MR and SR receivers.

first user is set to −1.0× 10−3, and that for the second user is taken as 1.2× 10−3. The

corresponding relative speeds of these two users with respect to the centralized receiver

are −1.5 m/s and 1.8 m/s, respectively.

In Figure 5.3, bit error rate (BER) results are reported for the MR and SR

receivers where the overall system performance with perfect receiver CSI and with es-
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timated CSI are evaluated. It is observed that, for both contiguous and interleaved

subcarrier assignment schemes (Scheme 1 and Scheme 2), the MR receiver greatly out-

performs the SR receiver while the difference is even more pronounced for Scheme

2. This is because for the interleaved subcarrier assignment, the user-specific Doppler

shifts tend to move subcarriers assigned to one user to frequencies dedicated to the

other user(s), resulting in significant interference when FFT demodulation is used with-

out compensating for these shifts. The MR receiver, in contrast, does not suffer from

this problem since the user specific Doppler shifts are properly taken care of.

Consider the contiguous subcarrier assignment scheme. When each user is allo-

cated a sufficiently large bandwidth, this scheme will benefit from multipath diversity

offered by a typical UWA channel. On the other hand, if the total bandwidth avail-

able to a user is not large and Scheme 1 is used, then the overall multi-path diversity

available cannot be exploited. To illustrate this point further, in the rest of this sub-

section, we adopt a different multipath structure and compare the performance of the

two subcarrier assignment schemes when the MR receiver is used. Both a deterministic

channel and a random channel are employed. For the deterministic case, the impulse

responses and the frequency responses of the channel pairs are as shown in Figure 5.4.

The new frequency band employed is 0.6 − 0.8 kHz while the other parameters of the

OFDMA set-up are the same as the previous example. Also, rate 0.9 and 0.8 LDPC

codes of length 512 (designed for AWGN channels) are employed (spreading the code-

words across four consecutive OFDMA blocks). For this hypothetical channel example,

the frequency response of the lower half band is 0.9-6.1 dB less than that of the upper

half band, resulting in noticeable difference of signal quality between the two subbands.

Therefore, it is expected that the overall system performance will suffer if Scheme 1

is employed compared to Scheme 2 which can potentially take advantage of multipath

diversity for both users.

Figure 5.5 shows the coded BERs of the interleaved and contiguous OFDMA

systems for the deterministic channel case, where perfect receiver CSI and correct feed-

back decisions (for interference cancelation) are used. 30 iterations are performed in
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Figure 5.4: The deterministic channel used for simulation.
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Figure 5.5: Coded BER performance over the deterministic channel example.

the sum-product algorithm. Clearly, the interleaved subcarrier assignment scheme out-

performs the contiguous one considerably for both code rates.

To simulate a random channel, we consider the same multipath structure, but

generate channel taps using a Rician distribution (see [59]). We assume that the channel
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Figure 5.6: Coded BER performance on a Rician channel.

remains constant for each OFDMA block, and changes independently from one block

to the next. The expected values of the realizations are equal to the tap gains of the

deterministic channels, while the K factor is chosen to be 6 dB. In total, one hundred

random channel realizations are generated. In Figure 5.6, we show the average coded

BER obtained over different channel realizations for the rate 0.8 LDPC code adopted

earlier. We observe that the interleaved system offers a performance gain of about 1 dB

over Scheme 1, which is consistent with the results obtained for the deterministic case.

5.6.2 Experimental (Emulation) Results

We now examine the impact of different receiver front-end designs with emulations based

on real data recorded in the MACE 10 underwater acoustic communications experiment,

where one mobile source (towed at a nominal speed of about 1 m/s) and four fixed

receivers were used. We control user-specific Doppler scaling effects by resampling

the received signals at different rates. The originally transmitted signals are OFDM

signals occupying the 10-15 kHz frequency band. The total number of subcarriers is

512, rendering a subcarrier spacing of about 10 Hz. To emulate an OFDMA system,

we separate groups of subcarriers belonging to different contiguous subbands using
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bandpass filters, and then resample the bandpass-filtered signals at different rates before

adding them up. Effectively, we create received signals for a contiguous OFDMA system

with controlled Doppler scaling factor differences. We only consider Scheme 1 as the

interleaved subcarrier assignment is very difficult to emulate.

We consider two OFDMA systems, one with two users and the other with three

users. The subcarriers are evenly distributed among the users (for the three-user system,

the last two subcarriers are not used for transmission). For the two-user system, we

adopt Doppler scaling factors of −2 × 10−3, and 2 × 10−3, corresponding to relative

speeds of −3 m/s and 3 m/s with respect to the receiver. In the case of the three-user

system, the Doppler scaling factors are −4 × 10−3 for user 1, and 2 × 10−3 for users 2

and 3 (the corresponding relative speeds are −6 m/s for user 1 and 3 m/s for users 2 and

3). Figure 5.7 shows the user-averaged BER performance of these systems. Fourteen

blocks are processed in total, which includes a total of 7168 BPSK symbols. For both

two-user and three-user systems, it is observed that the BER of the MR receiver is

consistently and significantly lower than that of the SR receiver confirming our findings

through simulations.
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5.7 Chapter Summary

In this chapter, we investigated applicability of OFDMA for UWA communication net-

works, using two different subcarrier assignment schemes (contiguous and interleaved).

To compensate for the user-specific Doppler scaling effects, a multiple resampling front

end is found to be necessary. Following this stage, interference cancelation is employed

based on sparse channel estimation and iterative decoding. Note that this post-detection

stage does not vary with particular pilot and/or carrier assignment. Via simulations

and emulations based on experimental data, we demonstrate significant performance

advantages of the proposed multiple-resampling design. As for the contiguous versus

interleaved subcarrier assignment strategies, there is not a clear winner; however, the

interleaved assignment may be desirable when many users share a limited spectrum and

each has access to only a small portion of the overall bandwidth.
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Chapter 6

CAPACITY EVALUATION OF OFDM SYSTEMS OVER DOPPLER DISTORTED

UNDERWATER ACOUSTIC CHANNELS

In the previous chapters, we have developed various OFDM receiver, which outperform

the conventional/standard receivers for Doppler-distorted underwater acoustic channels.

In this chapter, we investigate the performance of the proposed multiple-resampling

and conventional single-resampling receivers using the channel capacity of the equiva-

lent discrete-time models as a metric. For both receivers, we consider discrete channel

models that characterize the relationships between the transmitted symbols and the

corresponding receiver’s demodulation output. We derive the channel matrices and the

noise covariance matrices that uniquely define these channels, and propose numerically

stable methods to evaluate the corresponding channel capacities. Via numerical evalu-

ations, we demonstrate that the MR receiver offers a higher channel capacity than the

SR receiver when the channel is affected by path-specific Doppler distortions.

The chapter is organized as follows. Section 6.1 introduces some of the existing

capacity results for UWA channels, and summarizes our methodology for the channel

capacity comparison of the MR and SR receivers. Section 6.2 gives the system model.

In Sections 6.3 and 6.4, we derive the discrete channel models for the SR and the MR

receivers, respectively. In Section 6.5, we present numerically stable methods for channel

capacity evaluation based on these discrete models. In Section 6.6, we report numerical

evaluation results and our findings on the differences in the capacities supported by the

SR and MR receivers. Finally, Section 6.7 concludes the chapter.

6.1 Introduction

As an effective way to characterize the ultimate transmission rate of UWA commu-

nications, channel capacity analysis of the UWA channels have recently gained some

attention [76–79]. Most of these analysis techniques either focus on channels unaffected

by Doppler [79–82] (i.e., time-invariant) or channels, which are subject to the Doppler

spreading effect (i.e., random tap gain variations) only [76,77,83]. In the latter case, the
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channels can be well-represented by the basis expansion model (BEM) proposed in [45].

The problem is, as has been witnessed by several recent at sea underwater acoustic

communication experiments [2, 67], that the UWA channels, in most cases, are subject

to Doppler scaling effects instead of Doppler spreading. This fact limits the use of the

BEM-based methods for capacity analysis in many practical scenarios.

In this chapter, our objective is to study the difference between the MR and

SR receivers using channel capacity as a performance metric. In particular, our chan-

nel capacity analysis starts by examining the frequency-domain samples obtained at

a particular receiver’s demodulation output. We then describe the equivalent discrete

channel model that characterizes these demodulated samples. The equivalent discrete

channels are uniquely defined by channel matrices, which specify the subcarrier gain

and the crosstalk among different subcarriers, and the noise covariance matrix. While

the discrete model for the SR receiver is relatively straightforward, that for the MR

receiver is more involved. In particular, unlike the case of the SR receiver, where the

noise is white, the noise of the output of the MR receiver is colored.

We point out that given the discrete channel models, the capacity analysis of the

corresponding receivers boils down to the capacity analysis of standard MIMO channels

with large fixed channel matrices and noise covariance matrices. To enable numerically

stable capacity evaluation based on these large linear systems, we adopt singular value

decomposition (SVD) based methods to break down the problem into that of an equiv-

alent set of decoupled channels. Via numerical evaluations, we demonstrate that, while

Doppler rate difference may cause the SR receiver to suffer a noticeable channel capac-

ity loss, the MR receiver may be able to properly cope with it and even exploit it as a

performance benefit to increase the channel capacity. The channel capacity difference

does not disappear even if the subcarriers are well-separated.

6.2 OFDM System Model

Consider an N -subcarrier OFDM system with a cyclic prefix (CP) duration Tg, a block

duration T , and modulation symbols belonging to a complex-valued constellation. The
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transmitted signal can be written as [25]

s(t) = Re

⎧⎨⎩
N/2−1∑

k=−N/2

dke
j2πfktR(t)

⎫⎬⎭ (6.1)

where fc is the center subcarrier frequency, {dk} are the data symbols modulated onto

the frequency fk = fc+k/T , R(t) is the modulation pulse of duration T +Tg, and Re {·}
denotes the real part of its argument. Throughout the chapter we assume that the CP

is sufficiently long to prevent inter-block interference. Hence, we focus on a single-block

OFDM signal. Further, we assume that R(t) is a rectangular pulse.

The transmitted signal, s(t), travels through a time-varying UWA channel,

where we assume that the channel variations are only caused by the Doppler scal-

ing effects (over the codeword). As reported in several at sea UWA communications

experiments, this condition is typical for many real UWA channels [2, 67]. Therefore,

we are able to formulate the received signal as

r(t) =

Np−1∑
p=0

hps (t + apt − τp) + u(t) (6.2)

where Np is the number of paths, hp, τp, and ap (assumed constant for the frame

duration and perfectly known to the receiver) are, respectively, the path gain, delay,

and Doppler scaling factor of the pth path, and u(t) is a white Gaussian process with

power spectral density N0
2 .

Assuming perfect timing synchronization and cyclic prefix removal [25], we ex-

press the lowpass equivalent (LPE) of the resulting signal (with respect to the center

carrier frequency fc) as

y(t) = v(t) + n(t) (6.3)

where

v(t) =

Np−1∑
p=0

N/2−1∑
k=−N/2

hpe
−j2πfkτp︸ ︷︷ ︸
αp,k

dke
j2πk(1+ap)t/T ej2πapfct, (6.4)
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contains the scaled and delayed signal arrivals and n(t) = LPF
{
u(t)e−j2πfct

}
is the

filtered in-band noise with power spectral density

Sn(f) =

⎧⎪⎪⎨⎪⎪⎩
N0, f ∈ [−B

2 , B
2

]
,

0, elsewhere.

(6.5)

6.3 Discrete Channel Model of the Single-Resampling Receiver

In order to cope with the Doppler-induced distortions, conventional OFDM receivers

(as described in Chapter 4 as the SR receivers) usually employ a Doppler mitigation

stage, which does a one-time resampling of the received signal based on the average

Doppler rates of all paths [30]. For simplicity, we assume zero average Doppler rate1

such that the SR receiver can be implemented as a simple correlator, i.e.,

yk =

∫ T

0
y(t)e−j2πkt/T dt. (6.6)

The corresponding equivalent discrete channel model can therefore be written as

yk =

N/2−1∑
m=−N/2

Hk,mdm + wk (6.7)

where Hk,m is the intercarrier interference (ICI) coefficient, which defines the interfer-

ence of the m-th subcarrier to the k-th subcarrier, and wk is the noise. Derivation

of Hk,m can be found in [64] and Chapter 4, while, the noise cross-correlation, which

defines the statistical behavior of wk, is given by

E [wkw
∗
m] ≈ N0Tδ(k − m), (6.8)

where the approximation holds as {wk}N/2−1
k=−N/2, when evaluated in the discrete-time

domain, are nothing but a set of uncorrelated random variables – generated by a unitary

transformation (specified by the FFT matrix) of the white inband noise samples.

6.4 Discrete Channel Model of the Multiple-Resampling Receiver

Unlike the SR receiver, which is implemented as a simple correlator, the MR receiver in

Chapter 4 effectively matched-filters the lowpass equivalent y(t) by correlating it with

1For the case of non-zero average Doppler rate, we can always adopt a time-scaling stage to pre-
compensate for the non-zero average Doppler scaling such that the methods/models based on the zero
average Doppler rate assumption will apply with appropriately redefined channel transfer function.
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the modulation pulse of each subcarrier [64]. The result of this matched-filtering process

is a set of sufficient statistics that can be exploited for effective data detection. To find

the discrete channel model of this receiver, we first write its output as

zk =

∫ T

0
y(t)

Np−1∑
p=0

α∗p,ke
−j2πapfcte−j2πk(1+ap)t/T dt

=

N−1∑
m=0

Φk,mdm + ηk, (6.9)

where Φk,m is the ICI coefficient that defines the interference from the m-th subcarrier

to the k-th subcarrier, and

ηk =

∫ T

0
n(t)

Np−1∑
p=0

α∗p,ke
−j2πapfcte−j2πkΔf(1+ap)tdt (6.10)

is the noise term that contains correlated versions of the noise n(t) sampled at different

rates. It is shown in Chapter 4 that the matched-filter based receiver can be effectively

implemented as a front end-structure which includes multiple-resampling branches, each

mitigating the Doppler distortion of a particular path.

Derivation of Φk,m appeared in our previous work [64] and in Chapter 4. We

herein give its final expression as

Φk,m =

∫ ∞

−∞

Pm(t)P ∗k (t)dt

=

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ T

0
e−j2π(1+ap)fkte−j2π(1+aq)fmtdt (6.11)

where

Pk(t) =

⎧⎪⎪⎨⎪⎪⎩
∑Np−1

p=0 αp,ke
j2πapfctej2πkΔf(1+ap)t, t ∈ [0, T ]

0, elsewhere

(6.12)

is the equivalent modulation pulse for the transmitted symbol of the k-th subcarrier.

Regarding the noise terms {ηk}, we point out that unlike the SR case, for which the noise

is approximately white, strong correlation exists among the noise variables. Particulary,

the noise cross-correlation is found to be approximately a scaled version of the MR

receiver’s ICI coefficient, i.e.,

E [ηkη
∗
m] ≈ N0Φk,m, (6.13)
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where the approximation holds for the similar reason discussed in Section 6.3. The

detailed derivation of this result can be found in Appendix B. Note that the arguments

in this chapter can be generalized to an arbitrary OFDM shaping pulse and the case

of colored in-band noise. Interested readers are referred to Appendices C and D for

details.

6.5 Capacity Evaluation

Capacity evaluation is based on the discrete channel models described in Sections 6.3

and 6.4. We confine ourselves to the standard OFDM modulation scheme and particular

receiver designs, namely the SR and the MR receivers. Perfect receiver CSI and no

transmitter CSI are assumed. Under these assumptions, equal power is allocated to all

the carriers, with the power constraint E
{|dk|2

}
= 1.

6.5.1 SR Receiver

The discrete channel model (6.7) is mathematically equivalent to that of a fixed MIMO

system with AWGN. Defining the receiver-side SNR as

γ =
1
B

∫ T
0 |v(t)|2dt

N0T
, (6.14)

the capacity CSR of this system (with Gaussian signaling and equal transmitted signal

power constraint E
{|dk|2

}
= 1) is given in [68] by

CSR = log det
(
HHH + N0T · I) (6.15)

where {·}H denotes the conjugate transpose, H is the channel matrix whose entry on

the k-th row and the m-th column is given by the ICI coefficient Hk,m, and I is an

identity matrix.

Direct evaluation of CSR for large H is numerically unstable. We thus adopt an

equivalent expression for Equation (6.15) based on singular value decomposition (SVD),

i.e., HHH = UΣVH, where U and V are unitary matrices and Σ is a diagonal matrix

containing the singular values λk = σ2
k. The resulting capacity formula is given by

CSR =
N−1∑
k=0

log det (N0T + λk) . (6.16)
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6.5.2 MR Receiver

We follow a similar approach for capacity evaluation of the MR receiver, in this case,

using the discrete channel model in (6.9). Direct evaluation is numerically unstable as in

the case of the SR receiver. In addition to this, we also want to account for the general

case, in which the channel matrix Φ (with entries Φk,m) and/or the noise covariance

matrix Ω (with entries E {ηkηm
∗}) are singular.

To tackle the problem of singularity, we start from

CMR = log det
(
E
[
yyH

])− log det
(
E
[
ηη

H
])

= log det
(
ΦΦH + Ω

)− log det (Ω) , (6.17)

where, just as in the case of the SR receiver, Gaussian signaling and equal power allo-

cation are assumed. Noticing that the singularity issue is caused by the fact that the

signal vector y has redundant coordinates, we first aim at identifying and removing the

coordinates that bear no information. That is, we apply a SVD, which, by a linear

transformation, turns y into two parts: the first part has entries with non-zero eigen-

values, and the second part has those whose eigenvalues are zero. We keep only the

first part of the linearly transformed signal, which effectively yields a new linear system

given by

ỹ = Σ̃d̃ + η̃, (6.18)

where ỹ, d̃, and η̃, are, respectively, the output vector, input vector and noise of the

new linear system, and Σ̃ is the new channel mixing matrix.

Referring to (6.18), we can apply two other SVD’s, one for the new signal vector

ỹ’s covariance matrix, and the other for the new noise vector’s covariance matrix. The

capacity of the MR receiver can now be expressed as the difference between entropies

of the signal and the noise,

CMR =

M−1∑
k=0

log det
(
λy

k

)− log det
(
λη

k

)
(6.19)
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Figure 6.1: Multipath delay profile of Channel A.

where λy
k and λη

k are, respectively, the singular values of ỹ’s covariance matrix and that

of η̃’s covariance matrix.

6.6 Numerical Examples

Using several numerical examples, we now demonstrate the capacity difference between

the MR and the SR systems, where the capacity is evaluated both over channels with

fixed hp, ap, and τp in Equation (6.2), and random channels. The channel capacity in

the former case can be interpreted as an instantaneous capacity of the channel (where

the path gains and delays are constant over one OFDM block). For the latter, the path

gains are realizations of a set of Rician random variables – the path delays are still

fixed. In this case, the channel capacity can be interpreted as the ergodic capacity of

the channel.

6.6.1 Capacity Results of Channels with Fixed Parameters

We consider two sparse UWA channels, namely Channel A and Channel B. As shown

in Figure 6.1 and Figure 6.2, each of these channels has three dominant paths, where

each path is associated with a different Doppler scaling factor (indicated next to the
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Figure 6.2: Multipath delay profile of Channel B.

corresponding paths). We choose two levels of the Doppler scaling factor difference. The

medium level corresponds to an average Doppler scaling factor difference of 4.0 × 10−3

(equivalent to a speed difference of 6.0 m/s for acoustical waves traveling along different

propagation paths), and the high level is associated with a Doppler scale difference of

1.6 × 10−2 (equivalent to a speed difference of 24 m/s). Over the two channels, we

transmit an OFDM signal with bandwidth B = 2 kHz (in the band 25 − 27 kHz), and

a different number of subcarriers indicated by N in Table 6.1. We adopt the equivalent

discrete channel models of Section 6.2 and capacity evaluation methods of Section 6.5

to compare the resulting channel capacity of the MR and the SR receivers.

In Figure 6.3, we compare the capacity of the MR and SR receivers for Signal

1 parameter set over channel A. Results are examined under the medium and the high

Doppler scale differences as depicted in Figure 6.1. The subcarrier spacing in this case

is 3.9 Hz. For both Doppler scale differences, we observe that the MR receiver is able

to offer higher channel capacity compared to the SR receiver. It is also noticed that as

the Doppler scale difference increases, the channel capacity of the SR receiver degrades,

which may imply a potential information loss when the SR receiver is used. On the
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Signal 1 Signal 2

N 512 256

Δf (Hz) 3.9 7.8

Table 6.1: OFDM signal parameters.
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Figure 6.3: Capacity comparison for SR and MR receivers with 512 subcarriers trans-
mitted over Channel A.

contrary, for the MR receiver, the channel capacity is observed to improve as we increase

the Doppler scale difference. This tells us that instead of suffering from the increased

Doppler scale difference, the MR receiver design may in fact be able to exploit and

translate it into an actual performance benefit.

Similar results are observed for Signal 2 parameter set as shown in Figure 6.4,

where with a reduced OFDM block size, the subcarrier spacing is increased to 7.8

Hz. The performance degradation in the case of the SR receiver and performance

improvement in the case of the MR receiver are almost the same as those for the

previous example. We observe that the information loss due to the SR receiver may

not be mitigated by simply increasing the frequency separation between the consecutive

subcarriers. On the contrary, the MR receiver may be beneficial regardless of the choice

of the subcarrier separation. Interestingly, Figures 6.3 and 6.4 are almost identical. This

112



0 5 10 15 20
0

1

2

3

4

5

6

7

SNR (dB)

R
x−

C
S

I C
ap

ac
ity

 (
bi

ts
/s

/H
z)

 

 

C
SR

 (4.0x10−3)

C
MR

 (4.0x10−3)

C
SR

 (1.6x10−2)

C
MR

 (1.6x10−2)

Figure 6.4: Capacity comparison for SR and MR receivers with 256 subcarriers trans-
mitted over Channel A.

is because for OFDM systems with a large number of subcarriers (in our case, 512 and

256), the frequency response of the channel can be adequately ‘sampled’ by the evenly

distributed subcarriers such that there may be very little distortion in the sampled

version of the channel, and therefore, ignoring the overhead due to the cyclic prefix, the

corresponding system capacity converges to the ultimate capacity of the channel [84].

In our case, the above statement is obviously valid since the subcarrier spacings (3.9

Hz for the first case, 7.8 Hz for the second case) are both much less than the channel’s

coherence bandwidth of 140 Hz.

In Figures 6.5, and 6.6, we show similar channel capacity comparison results

for signals transmitted over Channel B. In particular, we observe further differentiated

channel capacity results between the MR and SR receiver designs. In addition, as the

Doppler scale difference increases, the channel capacity of the SR receiver tends to de-

grade faster compared to Channel A, implying a severe information loss caused by the

suboptimal SR receiver design. Similar to the case of Channel A, increasing the subcar-

rier spacing (by decreasing the number of subcarrier) does not narrow the performance

gap, which reiterates the fact that the MR receiver should still be considered even if
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Figure 6.5: Capacity comparison for SR and MR receivers with 512 subcarriers trans-
mitted over Channel B.
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Figure 6.6: Capacity comparison for SR and MR receivers with 256 subcarriers trans-
mitted over Channel B.
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Figure 6.7: Capacity comparison for SR and MR receivers with 512 subcarriers trans-
mitted over random Channel A.

subcarriers are well separated from each other.

6.6.2 Capacity Results of Random Channels

We now evaluate channel capacity over two sets of random channels, hereafter referred

to as random Channel A and random Channel B. Here, the path gains are subject

to Rician distributions with a 12 dB K factor, while the path delays are fixed – the

multipath structures of the random channels are the same as those of the fixed channels

considered previously. As reported in [59], Rician distribution is a good statistical fit for

the channel tap gains observed in UWA channels. Using 256-subcarrier OFDM as the

transmitted signal, we show the corresponding ergodic channel capacities in Figure 6.7

(Channel A), and Figure 6.8 (Channel B), respectively. The capacity curves are obtained

by averaging instantaneous capacities of 100 different Rician channel realizations. As

demonstrated in these figures, previous observations made for the fixed channel cases

also apply to the case of random channels, where MR receivers remain advantageous

compared to SR receivers if the Doppler distortions of these channels are path-specific.
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Figure 6.8: Capacity comparison for SR and MR receivers with 256 subcarriers trans-
mitted over random Channel B.

6.7 Chapter Summary

In this chapter, by utilizing the discrete channel models pertaining to different receiver

designs, we evaluated and compared the channel capacities of the conventional SR and

the proposed MR receivers. The channel capacity comparisons made in this chapter

complement the error rate studies conducted in Chapter 4, and reveals the limits of

reliable transmission rates when the SR and MR receivers are employed. In particular,

numerical examples demonstrate that the MR receiver is superior to the SR receiver

in coping with the path-specific Doppler distortions, and offers a higher channel capac-

ity. Furthermore, it may potentially transform the Doppler rate differences into actual

performance benefits. In contrast, the SR receiver suffers a noticeable channel capacity

loss.
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Chapter 7

SUMMARY AND FUTURE WORK

Due to limited bandwidth and large multipath spreads of UWA channels, OFDM has re-

cently emerged as a promising modulation alternative for UWA communications, thanks

to its high bandwidth efficiency and superior performance over severely dispersive chan-

nels. However, with the increase of the OFDM frame length, the generally-held time-

invariance assumption is no longer valid due to the highly dynamic nature of the UWA

environments as well as strong motion-induced Doppler distortions. As such, inter-

ference arises among subcarriers and can cause significant degradation in the system

performance.

In this thesis, we have devised various strategies for ICI mitigation. For ICI due

to random channel variations, we developed two adaptive frequency domain equalization

schemes. The first scheme utilizes a decision feedback equalizer (DFE) coupled with a

second order phase tracking loop to account for the phase rotations (of the equalizer’s

tap coefficients) due to timing synchronization errors. The second scheme adopts a

linear MMSE equalizer exploiting the frequency domain channel estimates obtained

by closed-loop tracking through a second order gradient algorithm, where special care

was taken for the timing synchronization errors as well. Both schemes exploit the fact

that the ICI may only arise in several neighboring subcarriers (after initial Doppler

mitigation), which results in effective frequency domain equalizers that only had a very

limited number of tap coefficients. Via simulations as well as emulations based on

experimental data, we demonstrated that the proposed ICI mitigation schemes achieve

significant performance gains.

For ICI due to time variations caused by path and/or user specific Doppler

scaling effects, we invented a family of unique multi-rate resampling receiver designs,

where each resampling branch is tasked with the Doppler distortion of each particular

path and/or user. To exploit the benefits of these designs, we also developed customized

sparse channel estimation and data detection schemes. The proposed channel estimator,
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by advancing the existing estimators with a local search step, alleviates the basis mis-

match problem faced by the commonly-used sparse channel estimation algorithms such

as basis pursuit and orthogonal matching pursuit algorithms. The proposed data de-

tector, by augmenting linear detectors with an additional interference cancelation step,

strikes a balance between performance and complexity. The proposed multi-rate resam-

pling designs were explored both for single-user (peer-to-peer) and multiuser MIMO

communications scenarios. It has been shown through extensive simulations and real

data based emulations that for both single-user and multiuser scenarios, the multi-rate

resampling receivers are able to offer significant performance gains over the conventional

single-resampling receivers.

To facilitate multiple access over a UWA channel, we have also investigated

OFDMA systems, where the benefits of multipath diversity was exploited through con-

tiguous and interleaved subcarrier assignment schemes and LDPC channel coding. We

presented a complete receiver design, including an OFDMA-specific multi-rate resam-

pling front end and an interference-cancelation-based detection/decoding back end, both

of which are enabled for practical use by an effective sparse channel estimation scheme.

The effectiveness of the proposed design was verified both via simulations as well as

emulations based on real experimental data.

Finally, to complement the error rate studies for the MR and SR receivers, we

also compare their performance difference in terms of the channel capacity they offer

by exploiting capacity evaluation techniques based on the equivalent discrete channel

models. Through numerical examples, we demonstrate that, for UWA channels affected

by path-specific Doppler distortions, the MR receiver offers a higher channel capacity

than that achieved by the SR receiver. Moreover, the MR receiver may exploit the

Doppler rate difference as a performance benefit, while the SR receiver may suffer a

noticeable channel capacity loss.

We now would like to cite a number of possible future research avenues. For

UWA channels affected by path and/or user-specific Doppler distortions, besides ex-

ploiting the receiver-side CSI, one may also develop different ways to exploit the trans-
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mitter side CSI. For instance, the overall system performance can be further improved

if the transmitter knows the Doppler scaling factors, path gains, and path delays at

the receiver side. Benefiting from this information, it may be possible to allocate the

transmission power and adjust the signal constellations efficiently to increase the over-

all data throughput/channel capacity. In addition, the transmitter-side CSI can also

help combat the user-specific Doppler distortions. For example, one may implement

a resampling stage at the transmitting node such that the Doppler distortions at the

receiver can be greatly reduced.

Another direction one might pursue is the utilization of space-frequency block

codes to exploit the diversity gain offered by cooperative multiuser MIMO transmissions.

Here, the interesting topic might be how the the user specific Doppler distortions can

be handled at the receiver-side with properly designed receiver structures and decoding

algorithms. It is possible that the multiple-resampling design will still be adopted,

however, it is unclear that whether or not the orthogonality property of the original

codes can still be maintained.

Last but not the least, one might also pursue a more fundamental channel ca-

pacity analysis that starts from the continuous time domain waveforms channel model

instead of the discrete channel models that are tied to particular receiver designs. The

question is how the path/user specific Doppler scalings will affect the channel capacity.

This seems to be a challenging problem; however, it would help answer the channel

capacity of a linear time-varying channel in a fundamental way. It would also be in-

teresting to compare this capacity result with what have been obtained for OFDM

adopting MR and SR receiver designs.
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APPENDIX A

RECEIVER DESIGN FOR USER AND PATH-SPECIFIC DOPPLER
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With the cases of the path-specific and the user-specific Doppler discussed individually,

it is straightforward to extend their results to more general scenarios, where both user-

specific and path-specific Doppler distortions exist. Defining a
(i)
c the user and path-

specific Doppler scaling factor of the c-th cluster’s arrivals (see Figure A.1), the input-

output relationship between the ith transmitter and the mth receiver can be written

as

yi,m(t) =

Mc−1∑
c=0

N
(i,m)
c,p −1∑
p=0

h(i,m)
c,p si

(
t + a(i,m)

c t − τ (i,m)
c,p

)
(A.1)

where Mc is the largest number of clusters among all transmitter-receiver pairs, N
(i,m)
c,p

is the number of paths in each cluster, and h
(i,m)
c,p and τ

(i,m)
c,p are respectively the path

gain and delay of the pth path in a cluster. The corresponding baseband received signals

can be formulated as

vm(t) =

Nt∑
i=1

N−1∑
k=0

d
(i)
k P

(i,m)
k (t) + wm(t) (A.2)

where m is the index of receiving element, wm(t) is a circularly-symmetric complex

AWGN with power spectral density (PSD) N0, and

P
(i,m)
k (t) =

Mc−1∑
c=0

N
(i,m)
c,p −1∑
p=0

α(i,m)
c,p (k)ej2πa

(i,m)
c f0te

j2π
(
t+a

(i,m)
c t

)
k/T

R
(
t + a(i,m)

c t − τ (i,m)
c,p

)
(A.3)

with α
(i,m)
c,p (k) = h

(i,m)
c,p e−j2πfkτ

(i,m)
c,p .

Following the same process as described in Sections 4.3 and 4.4, a set of desired

sufficient statistics can be derived, which yield a similar multiple resampling structure,

with each resampling branch corresponding to a unique path and user-specific Doppler

scaling factor a
(i,m)
c as shown in Figure A.2. Here, the sufficient statistics are given by

y
(i,m)
k ≈

Mc−1∑
c=0

α(i,m)
c (k)

∗
∫ T

0
v(i,c)
m

(
ξ

1 + a
(i,m)
c

)
e−j2πkξ/Tdξ (A.4)

where

v(i,c)
m (t) = vm(t)e−j2πa

(i,m)
c f0t (A.5)

and,

α(i,m)
c (k) =

N
(i,m)
c,p −1∑
p=0

α
(i,m)
c,p (k)

1 + a
(i,m)
c

. (A.6)
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Figure A.1: Clusters with path and user-specific Doppler scaling factors for the
transmitter-receiver pair (i,m).

Figure A.2: The multiple-resampling front-end for the mth receiving element and the
ith user.

To exploit the benefits of the sufficient statistics, one can employ similar data detection

schemes as those in Section 4.4. We point out that with the addition of the path-

specific Doppler, the channel matrix characterizing these sufficient statistics contains

both cross-user terms and self-ICI terms. Therefore, the ML detector is computationally

unaffordable even in its approximate form. One can easily extend the linear detectors

developed in Section 4.4 for data detection, however, we know that they are suboptimal

in terms of minimizing error rates. Thus, we focus on the extension of the interference

cancellation based scheme that is shown to be a good compromise between performance

and complexity.

The modified interference cancellation scheme follows a similar iterative proce-

dure as that in Section 4.4. The difference is that for the generalized case, after the
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estimate of cross-user interference

In(1,m) =

Nt∑
i=2

Φ(1,i)(m)d̃
(i)
IC(n − 1)

is subtracted from the desired signal, i.e.

zn(1,m) = y(1,m) − In(1,m) (A.7)

due to the Doppler scaling factor difference among different paths, there will still be

some residual self-ICI. However, note that assuming perfect cross-user interference can-

celation, this residual ICI only contains the contribution from the desired user itself. In

other words, for the co-channel interference (CCI)-removed signal zn(1,m), the single-

user model in Section 4.3.2.1 will apply, i.e.,

zn(1,m) = Φ(1,1)(m)d(1) + w(1,m). (A.8)

Grouping all the CCI-removed signals zn(1,m) together, we have the aggregate signal

model

⎡⎢⎢⎢⎢⎢⎢⎢⎣

zn(1, 1)

zn(1, 2)

. . .

zn(1, Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

z
(1)
n

=

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Φ(1,1)(1)

Φ(1,1)(2)

. . .

Φ(1,1)(Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

Φ
(1,1)

d(1) +

⎡⎢⎢⎢⎢⎢⎢⎢⎣

w(1, 1)

w(1, 2)

. . .

w(1, Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
︸ ︷︷ ︸

w(1)

(A.9)

where the noise vector w(1) is characterized by its covariance matrix

Ω(1) =

⎡⎢⎢⎢⎢⎢⎢⎢⎣

Ω(1,1)(1) 0 . . . 0

0 Ω(1,1)(2) . . . 0

0 0
. . . 0

0 0 . . . Ω(1,1)(Nr)

⎤⎥⎥⎥⎥⎥⎥⎥⎦
.

We thus adopt the linear detectors used by the single-user case to form symbol

decisions of d(1). If the LS detector is to be applied, we use

d̃
(1)
LS (n) = Dec

((
Φ(1,1)HΦ(1,1)

)−1
Φ(1,1)Hzn(1)

)
(A.10)
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and if the MMSE detector is to be applied, we use

d̃
(1)
MMSE(n) = Dec

(
Φ(1,1)H

(
Φ(1,1)Φ(1,1)H + Ω(1)

)−1
zn(1)

)
. (A.11)

The interference cancellation based estimation/detection process is performed itera-

tively and is identical for all the other users. Just as the initialization process used

by Section 4.4.2.3, the modified IC detector is initialized by symbol decisions obtained

using one of the linear detectors discussed previously.
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NOISE CROSS-CORRELATION FOR THE MR RECEIVER
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The noise correlation E [ηkη
∗
m] can be written as

E [ηkη
∗
m] =

∫ T

0

∫ T

0
E [u(t)u∗(τ)] P ∗k (t)Pm(τ)dtdτ

=

∫ T

0

∫ T

0
E [u(t)u∗(τ)]

Np−1∑
p=0

α∗p,ke
−j2πfk(1+ap)t

×
Np−1∑
q=0

αq,ke
j2πfm(1+aq)τdtdτ, (B.1)

where the autocorrelation of the noise process u(t) is given by the inverse Fourier trans-

form of its power spectral density Sw(f), i.e.,

E [u(t)u∗(τ)] =

∫ ∞

−∞

Sw(f)ej2πf(t−τ)df

=

∫ B
2

−B
2

N0e
j2πf(t−τ)df

= g(t − τ). (B.2)

Substituting Equation (B.2) into (B.1), we rewrite Equation (B.1) as

E [ηkη
∗
m] =

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ T

0
e−j2πfk(1+ap)t

[∫ T

0
g(t − τ)ej2πfm(1+aq)τdτ

]
︸ ︷︷ ︸

θ′m(t)

dt

=

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ T

0
e−j2πf

′

k
tF−1

{
Θ

′

m(f)
}

dt (B.3)

where f
′

k = (1 + ap) fk and f
′

m = (1 + aq) fm are respectively the Doppler-shifted sub-

carrier frequencies of the m-th and the k-th transmitted symbols, and θ
′

m(t) is the

filtered version of the frequency-shifted subcarrier with index m. Here, the frequency

response of the filter g(t) is given by the power spectral density of u(t), which yields

the frequency domain representation of θ
′

m(t) as

Θ
′

m(f) =

⎧⎪⎪⎨⎪⎪⎩
N0T · sinc

(
π(f − f

′

m)T
)

e−jπ(f−f
′

m)T , f ∈ [−B
2 , B

2

]
,

0, elsewhere.

(B.4)

Note that the integral in the expression (B.3) can be interpreted as the cross-correlation

between the k-th frequency-shifted subcarrier and the filtered version of the m-th

frequency-shifted subcarrier. Defining the frequency domain representations of the k-th
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and the m-th subcarriers as

Ψ
′

k(f) = T · sinc
(
π(f − f

′

k)T
)

e−jπ(f−f
′

k
)T , (B.5)

and,

Ψ
′

m(f) = T · sinc
(
π(f − f

′

m)T
)

e−jπ(f−f
′

m)T , (B.6)

we can re-write the cross-correlation in the integral in the frequency domain, which

effectively yields

E [ηkη
∗
m] = N0

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ B
2

−B
2

Ψ
′

k(f)Ψ
′

m(f)df

≈ N0

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ ∞

−∞

Ψ
′

k(f)Ψ
′

m(f)df (B.7)

where the approximation is accurate if B
2 − fN−1 � 1/T , such that the distortion on

the m-th subcarrier (caused by the lowpass filtering through g(t)) can be neglected for

all the subcarrier frequencies including the highest one.

To compute Equation (B.7), we explicitly write the time domain representations

of Ψ
′

k(f) and Ψ
′

m(f), i.e.,

ψ
′

k(t) =

⎧⎪⎪⎨⎪⎪⎩
ej2πf

′

k
t, t ∈ [0, T ]

0, elsewhere

(B.8)

and

ψ
′

m(t) =

⎧⎪⎪⎨⎪⎪⎩
ej2πf

′

mt, t ∈ [0, T ]

0, elsewhere

(B.9)

and then evaluate the noise correlation using these time domain expressions, i.e.,

E [ηkη
∗
m] ≈ N0

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ ∞

−∞

ψ
′

k(−t)ψ
′

m(t)dt

= N0

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ T

0
e−j2πf

′

k
tej2πf

′

mtdt

= N0Φk,m. (B.10)
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Note that Φk,m in general has both non-zero diagonal and off-diagonal elements, ren-

dering a set of colored noise {ηk}, whose pair-wise correlation is the ICI coefficient Φk,m

scaled by the noise PSD N0.
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APPENDIX C

DISCRETE CHANNEL MODELS WITH GENERALIZED MODULATION PULSE
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In this Appendix, we discuss the discrete channel models for the capacity characteri-

zation of pulse-shaped multi-carrier communications. In these cases, the transmitted

signal can be written as

s(t) = Re

{
N−1∑
k=0

dke
j2πfktR̃(t)

}
(C.1)

where R̃(t) is an arbitrary shaping pulse with duration T + Tg, and the definitions of

other parameters are the same as those in Equation (6.1). Following a similar procedure

as in Section 6.2, we can write the lowpass equivalent of the CP-removed received signal

as

yg(t) = vg(t) + n(t) (C.2)

where

vg(t) =

Np−1∑
p=0

N/2−1∑
k=−N/2

αp,kdke
j2πk(1+ap)/T ej2πapfctR̃p(t) (C.3)

and n(t) is the in-band noise with power spectral density N0. Unlike Equation (6.3), for

which the explicit modulation pulse is omitted (since it has unity magnitude over the

observation window [0, T ]), the explicit modulation pulse R̃p(t) is incorporated into the

signal arrivals in the definition of vg(t), where R̃p(t) is path-specific and can be written

as

R̃p(t) =

⎧⎪⎪⎨⎪⎪⎩
R̃ (t + apt − τp) , t ∈ [0, T ]

0, elsewhere

(C.4)

The change in the signal arrivals results in different channel matrices for both

the MR and the SR receivers, while in terms of the noise cross-correlation, only the MR

receiver is affected. In particular, following a procedure in parallel to that in Section 6.3,

the new channel matrix for the SR receiver is given as

Hg
k,m =

∫ T

0
e−j2π[(k−m)/T+apfm]tR̃p(t)dt. (C.5)

Here, since R̃p(t) is strictly time-limited within the duration [0, T ], we can let the

integration interval go to infinity and perceive Equation (C.5) as a Fourier transform
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evaluated at zero frequency, i.e.,

Hg
k,m =

{∫ ∞

−∞

e−j2π[(k−m)/T+apfm]tR̃p(t)e
−j2πftdt

}
f=0

= R̃f
p (−(k − m)/T − apfm) (C.6)

where the second equality holds since the Fourier transform of the time-domain mul-

tiplication equals the frequency domain convolution of the two signals involved in the

multiplication. Note that the effect of the convolution is to shift R̃f
p(f), the frequency

domain representation of R̃p(t), (k − m)/T + apfm Hz to the right.

As far as the MR receiver is concerned, following a similar procedure as in

Section 6.4, we start by writing the new equivalent modulation pulse as

P g
k (t) =

Np−1∑
p=0

αp,ke
j2πapf0tej2πkΔf(1+ap)tR̃p(t), (C.7)

We then adopt matched-filtering [64] and substitute the modulation pulse in the ex-

pression with Equation (C.7), which yields a new discrete channel model as

zg
k =

∫ T

0
y(t)

Np−1∑
p=0

α∗p,ke
−j2πapf0te−j2πkΔf(1+ap)tR̃p(t)dt

=
N−1∑
m=0

Φg
k,mdm + ηg

k, (C.8)

where

Φg
k,m =

∫ ∞

−∞

P g
m(t)P g

k (t)
∗
dt

=

Np−1∑
p=0

Np−1∑
q=0

α∗p,kαq,m

∫ T

0
e−j2π(1+ap)fkte−j2π(1+aq)fmtR̃p(t)R̃q(t)dt (C.9)

The noise correlation can be assessed using a procedure analogous to that of Appendix B,

i.e., it can be approximated by the corresponding ICI coefficient scaled by N0, i.e.,

E
[
ηg

kηg
m
∗
] ≈ N0Φ

g
k,m. (C.10)

Here, the details of the derivation are omitted – interested readers are advised to review

the material in Appendix B.
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APPENDIX D

DISCRETE CHANNEL MODELS WITH COLORED NOISE POWER SPECTRUM
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For channels with colored noise, we adopt a general noise PSD N(f) instead of N0

for Equation (6.2). Note that the MR receivers are developed under the assumption

of white Gaussian noise. To make these receivers applicable for the case of colored

noise, we whiten the noise using the whitening filter with frequency response Hw(f) =√
N0/2N(f). We point out that in addition to shaping the noise, whitening filter also

changes the magnitude of each frequency-shifted subcarriers in the signal arrivals. For

instance, the k-th subcarrier in the p-th arrival

sp,k(t) = hpdke
j2πfk(t+apt−τp)

= αp,ke
j2πf

′

p,k
tdk, (D.1)

is scaled by the frequency response of the whitening filter evaluated at f
′

p,k = (1 + ap) fk,

to produce sw
p,k(t) = Hw(f

′

p,k)sp,k(t). We can thus write the whitened signal as

rw(t) =

Np−1∑
p=0

hp

N/2−1∑
k=−N/2

Hw(f
′

p,k)dke
j2πfk(t+apt−τp)R(t + apt − τp) + uw(t), (D.2)

where w(t) is additive white Gaussian noise with power spectral density N0/2. After

perfect timing synchronization and cyclic prefix removal, we can write the lowpass

equivalent of the resulting signal as

yw(t) = vw(t) + n(t) (D.3)

where

vw(t) =

Np−1∑
p=0

N/2−1∑
k=−N/2

Hw(f
′

p,k)αp,k︸ ︷︷ ︸
αw

p,k

dke
j2πk(1+ap)/T ej2πapfct (D.4)

and n(t) is the in-band noise with power spectral density N0. With the new low-

pass equivalent model in Equation (D.3), it is straightforward to find out the discrete

channel models for the MR and SR receivers following the same procedure as in Sec-

tion 6.4 and 6.3. The details are omitted.
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