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Outline 

• HPC Linear Algebra 
• Open-MP SIMD Directives 
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Broadcast
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Spanning Tree Algorithm  



Broadcast 
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scatter and a bucket brigade algorithm 



Reduction 
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Allgather/Allreduce

ICOM 6025: High Performance Computing 6

Allgather 

Allreduce 



Matrix-Vector Multiplication

Rowwise 1-D Partitioning



Matrix-Vector Multiplication:

Overall iso-efficiency is W = O(p2).



Matrix-Vector Multiplication

2-D Partitioning



Matrix-Vector Multiplication: 2-D Partitioning



Matrix-Matrix Multiplication

• The two broadcasts take time

• The computation requires       multiplications of             
sized sub-matrices. 

• The parallel run time is approximately 

• The algorithm is cost optimal and the isoefficiency 
is   O(p1.5) due to bandwidth term  tw and 
concurrency. 

• Major drawback of the algorithm is that it is not 
memory optimal. 



Matrix-Matrix Multiplication: 
Cannon's Algorithm



Matrix-Matrix Multiplication: 
Cannon's Algorithm

The algorithm is cost optimal and 
the iso-efficiency is   O(p1.5)

Memory efficient 



Open-MP SIMD Directives 

• Open-MP 4.0 offers a portable alternative 
for vector programming 

• Multiple iterations are executed 
simultaneously through SIMD instructions 
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Open-MP SIMD Directives

• loops must be perfectly nested (there must 
be no code nor any Open-MP directive 
between any two loops). 

• The loop body must be a structured block 
(an executable statement, possibly 
compound, with a single entry and exit 
points at the top and bottom respectively). 

• The loop iteration number must be known 
before entering the loop. 
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Open-MP SIMD Directives

• safelen(length) specifies the number of iterations that can be 
executed simultaneously.

• linear(list:[linear-step]) indicates that, on each iteration, all 
the values of the variables included in the list correspond to 
their initial value before entering the construct plus the 
logical number of the iteration times linear-step. 

• aligned(list:[alignment]) declares that the memory addresses 
of the variables included in the list are aligned to the number 
of bytes specified in alignment. 
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Open-MP SIMD Directives

• simdlen(length) generates a function to support a given 
vector length. 

• uniform(argument-list) specifies that the arguments included 
in the list have a constant value between calls from the same 
loop execution. 
– An argument can not be in both uniform and linear clauses. 

• inbranch indicates that the function is always called from 
inside a conditional statement. 

• notinbranch indicates that function is never called from 
inside a conditional statement. 
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Example: Matrix Multiplication 
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Accesses to the B array are to non-contiguous 
memory locations, which decreases the efficiency 
of vectorization as non-one-strided memory 
accesses are difficult to vectorize. 

Ponte C. et. al. (2017). “Evaluation of OpenMP SIMD Directives on 
Xeon Phi Coprocessors. International Conference on High Performance 
Computing & Simulation 



Example: Matrix Multiplication 

• Avoid non-sequential accesses 
– Transpose matrix B
– adapt the memory accesses so that the same 

operations are performed. 
• Add SIMD directives
• Memory addresses are aligned to the VPU 

width (ALIGNMENT variable). 
• Note that multidimensional arrays need to 

be padded
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Example: Matrix Multiplication 
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https://github.com/christianponte/omp4simd. 



Example: Poisson Eq.
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Example: Poisson Eq.
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Example: Molecular Dynamics
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Example: Molecular Dynamics
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Performance Results 
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